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ABSTRACT 

Emergencies happen aroW1d us are m1expectedly in various forms which is fire, 

flood, earthquake or ac.cidents.. In emergencies, upcto-date information is lifecsaving. 

However, this information is not accessible to deaf and hard of hearing people. The 

current problem now is deaf and hard of hearing people face some difficulties on how to 

detect any alert som1d and how to responds to the emergency. The study is 

comprehensive by fucusing .and highlighting .on .core .and .basic process of voice .and 

soW1d recognition which covered from the root operations to the final production. Prior to 

the requirement of Emergency Alert Mobile Application for Deaf, the study also covered 

the description of tool development that will be used which is Eclipse IDE and also the 

other elements and parts of programming that could contribute directly to the project such 

as Android Development Tools (ADT) and Android API (Application Programming 

Inter[ac~). ~~ tool .i~ well recommended by experts and professionals as project 

development tool due to its good compliance and compatibility with most Wliversal 

common current operation system on mobile which is Android Operating System. As you 

can see, an emergency alert device is not only useful for protecting the safety of our 

loved ones, but can also be economical. After all, one false alarm resulting in a visit to an 

emergency room can cost thousands of dollars. That alone makes an emergency alert 

device completely worth it. This project is to help the deaf people to alert with any 

emergency alarm or alarm trigger. 
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CHAPTER1 

INTRODUCTION 

1.1 Background of study 

Deep study focuses and emphasizes on the main fields that relate to the project which 

are software engineering. Prior to its root algorithm process in 'sound capture and 

processing' with the adequate support from software engineering knowledge and 

expertise that heavily rely on programming language tool application, Eclipse IDE 

may produce the series of brilliance and excellence results of project development. 

Today, masses of mobile devices are being used as digital assistants, for 

communication, networking, and business purposes or simply for daily usage. 

Examples are PDAs, MP3 players, mobile phones, digital cameras, GPS devices and 

the like. Mobile devices are characterized as having limited computational power, 

memory size and battery life, whereas state-of-the-art sound capture and processing 

systems are computationally rigorous. Over the past decade, these areas have 

undergone substantial development. The crucial part of the technology on sound 

capture and processing system is to process the output at real time basis and in 

background process. This is to ensure the output will be synchronizing with the input 

in real time system. The purpose of this paper is to focus on sound capture and 

processing system implemented on mobile phones especially Android platform for 

emergency alert focusing for deaf people or hard of hearing needs. The current 

technology is using an external device which causes some difficulties towards the 

deaf. The main concept of "Emergency Alert Mobile Application for Deaf' is to 

capture an emergency sound using the build in microphone in the mobile phone and 

alert the end user by displaying text output and vibrate the phone. Therefore, the end 

user whom is deaf or hard of hearing will be able to react by noticing the emergency 

alert. 

1 
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1.2 Problem statements 

The existing problem now to the author's knowledge is there are no mobile 

applications to help the deaf or hard of hearing people to be alert on any emergency 

sound surround them. 

In this ubiquitous computing environment, the use of keypad, stylus and small screen 

is inconvenient and speech·centric user interface is foreseen to be a desirable 

interaction paradigm where sound capture and processing is the enabling technology. 

This has led to the growing interest in deploying sound capture and processing on 

mobile devices. 

Nowadays, the existing technology could support the sound capture and processing 

system to operate on mobile devices. However, the research is still being done in 

order to improve the usage of the sound capture and processing system on mobile 

devices. 

The needs of new applications to alert deaf or hard of hearing using sound capture and 

processing system is very importance for current and future needs in order to ease and 

alert the deaf or hard of hearing to notice any emergency call such as fire alarm or 

ambulance and able for them to respond towards the alarm trigger. 

Current external device for deaf uses for emergency alert is quite expensive to 

purchase. Not all deaf affordable to buy it especially for students and it is hard to 

bring everywhere since it should be charge with the required charger. 

2 
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1.3 Project Significant 

Therefore, by having a new application development that consist of sound capture and 

processing system process on mobile phone will ease and solve many existing and 

current obstacles, constraints and problems which might produce and provide a thread 

of consequence output for deaf or hard of hearing people. 

Benefits of project: 

• The end user will be able to alert with emergency call 

• The end user will be able to respond with tbe situation and environment that 

n~ds them to cooperate 

• Enable the end user to use it anywhere and anytime as long as the application is 

installed. 

1.4 Objectives 

• To develop a mobile application on Android platform for deaf to be alert with 

emergency alarm in surrounding area 

• To design a mobile application using sound capture and processing for deaf to 

alert with emergency alarm such as fire alarm 

3 
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1.5 Scope of study 

Sound capture and processing system will cover the main aspects of scope of study. 

With the core focus is about sound capture and processing process which the method 

is applicable in mobile devices (Android platfonn). This process can be declared as 

the core foundation and backbone for this application development. The study will go 

detail and specific about the basic operation of sound capture and processing system 

on mobile devices and combines knowledge and familiarity with the Java 

programming language that been used in mobile devices. 

Another scope of study is about programming tool which is Eclipse IDE. The study 

will highlight on the tool functions and abilities that might can be used to develop a 

mobile device application that could contain sound capture and processing system in 

one single application. If the previous 'Progress Report' emphasized on the general 

description of the tool, thus this 'Dissertation' will go beyond than that and focus 

more on functionalities of Eclipse IDE itself in order to develop and complete the 

project. 

Major scope of study is deaf people centric by studying the behaviour of deaf 

regarding emergency matters through surveys and questionnaires. Through the result, 

this project could benefit them by reducing burden for emergency purposes. 

1.6 Relevancy of the Project 

Although the tenns sound capture and processing system are totally new for the scope 

of the author's field in degree programme study which is Infonnation Communication 

and Technology but they are classified in software engineering and related to 

Infonnation Communication and Technology (ICT) area. 

The relevancy points of this project are: 

4 
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• This project is about mobile application using sound capture and processing 

system in mobile devices (Android platform). 

• Sound capture and processing system is under area of software engineering (in 

ICT expertise area). 

• The knowledge of sound capture and processing system with the Android 

platform are related and complement to each other. 

1. 7 F easihility Analysis 

1.7.1 Technical Feasibility 

• Familiarity with Application (Eclipse IDE): More familiar 

• Familiarity with Technology (Sound Capture and Processing System): 

Less familiar 

• Project Size 

+ People: Nur Fatihah Binti Hairuddin 

+ Timeframe: 28 weeks (February 20 II - August 2011) 

1. 7.2 Scope Feasibility 

• This project development study focuses on the aspects of mobile 

application and software engineering. 

• The study will be conducted and covered within the topics of sound 

capture and processing system, technology of Eclipse IDE, JAVA and 

Android Development Tools (ADT) development (both are the 

elements of Eclipse IDE). 

• The project would be operated and run in both phases of 'Final Year 

Project I' and 'Final Year Project 2', the planning, analysis and desigu 

phases would be done in 'Final Year Project 1 '. 

5 
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• The testing and implementation phases are following in 'Final Year 

Project 2' _ These indicate that the progression of development and 

deep studies including researches of the project must be done during 

'Final Year Project I' and the software must be delivered during 'Final 

Year Project 2'. 

1.7.3 Organizational Feasibility 

• Project coordinator and supervisor: Ms. Nazleeni Samiha Binti Haron, 

Coordinator for Final Year Project from Department of Computer 

Science and Information of Universiti Teknologi PETRONAS are 

responsible to monitor the progress of this project by providing 

consultation and expertise in software engineering area. 

• The end users of the system, deaf or hard of hearing people are 

expected to appreciate the future benefits of Emergency Alert Mobile 

Application for Deaf. 

6 
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CHAPTER2 

LITERATURE REVIEW 

The literature review is focused and described on sound capture and processing 

system by going deep research to the basic and root operations of it. Another focus lie 

on Eclipse IDE that would be served as the major attention of study focus, work 

development flow and work spine. With these main two contents as the backbone of 

this report, it would be the strong points in Final Year Project 2 as part of the project 

development phase before the project move on to the next phase. 

2.1 Sound Capture and Processing 

2.1.1 Definition of Sound Capture and Processing 

Sound is a mechanical wave that is a fluctuation of pressure transmitted through 

a solid, liquid, or gas, composed of frequencies within the range of hearing and of 

a level sufficiently strong to be heard, or the sensation stimulated in organs of hearing 

by such vibrations. Sound capture and audio processing in general stayed in the 

analog signal processing domain. The first programmable digital computers were 

designed and researchers started to work on digital signal processing algorithms. 

Initially communications were the major consumer of signal processing algorithms 

such as echo cancellation and digital speech compression (M. R. Schroede, I 999). In 

the mean time, digital computers become more powerful with more memory and 

faster processors. They invaded offices and homes and far exceeded their initial role 

as a tool for increased productivity for information workers. Modern computers are 

communications and entertainment centres many of them having attached or 

integrated loudspeakers, microphones and web camera. They are used for storing and 

playing music and videos. Programs for audio and video chat are widely used. Sound 

capture and processing algorithms today are an integral part of every personal gadget. 

The behavior of sound propagation is generally affected by three things: 

7 



• A relationship between density and pressure. The relationship, affected by 

temperature, determines the speed of sound within the medium. 

• The propagation is also affected by the motion of the medium itself. For 

example, sound moving through wind. Independent of the motion of sound 

through the medium, if the medium is moving, the sound is further 

transported. 

• The thickness of the medium also affects the motion of sound waves. It 

determines the rate at which sound is attenuated. For many media, such as air 

or water, attenuation due to viscosity is negligible. Figure 2.1 show example 

of sound processing. 

Audio samples into buffer 

~------------~~-~-----
'<!·· 

Mean Average of audio samples 

A-Weighting 

Sound Level (dB) 

Sound Level in dBA 

Figure 2.1 Example of sound processing 
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Mobile phones for the first time took the phone out of quiet rooms and exposed the 

microphones to substantially higher noise levels. This increased the demand for real 

time implementations of noise suppression and speech enhancement algorithms 

running on inexpensive processors (Nicholas D. Lane, 2009). Processing methods and 

application areas include storage, level compression, data compression, transmission, 

enhancement (equalization, filtering, noise cancellation, echo or reverb removal or 

addition). 

2.1.2 The Operations of Sound Capture and Processing 

Capturing sounds starts with converting the acoustic wave in the air to an electrica!l 

signal by one or more microphones. These microphones can have very different 

characteristic and if properly designed, selected and positioned can provide a 

substantially better sound for the next processing steps. The microphone signals ;m: 

amplified, filtered and pre-processed. An analog-to-digital converter performs 

discretization and quantization and converts the sound into a stream of numbers (M, 

Snover, 2006). This is where the digital signal processing starts. Below is the example 

list of some of its functionalities: 

• Microphone - capture sounds. 

• Sound - data input. 

Bandwidth (Tanzeem Choudhury and Andrew T. Campbell, 2009) is the width of the 

range of the frequencies that the signal occupies. It makes use of the SC value and 

shows the spectrum is concentrated around the centroid or spread out over the whole 

spectrum and express by: 

9 
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Most ambient sound consists of a limited range of frequencies, having a small value. 

Music often consists of a broader mixture of frequencies than voice and ambient 

sound. The word "frequency" for signals was defined in both the continuous and the 

discrete-time domain. To defme a Fourier transform for functions of a discrete 

variable. Here we can re-express such defmition, as a function of frequency, for 

discrete-variable functions obtained by sampling continuous-time signals with 

sampling interval (Davide Rocchess, 2003). This transform is called the Discrete

Time Fourier Transform (DTFT) and is expressed by 

+x 
y·· r, "' ·,,, .• 

2.2 Microphones 

It is crucial to consider the built-in microphone of mobile phones as a generic sensor 

to be used for mobile performance (Wong, G.S. and Embleton, T.F., 1995). One 

reason for using microphones is that they are integral to any mobile phone, no matter 

how basic. It seems natural to integrate microphones into mobile phone performance 

as well. There are several types of Microphones existing nowadays. The types are: 

• Carbon Microphones 

• Electrodynamics Microphones 

• Miniature electro-mechanical system microphones (MEMS microphones) 

• Condenser microphones 

10 
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Recently, miniature electro-mechanical system microphones (MEMS microphones) 

have become popular. They are manufactured from a silicon crystal with the same 

technology (Andrew T. Campbell 2009) used for manufacturing integrated circuits. 

This technology allows the formation of a diaphragm and holding it at a certain 

distance from the base. 

Conversion of the movements of the diaphragm to an electrical signal is based on 

varying the capacitance between the diaphragm and the base (Hong Lu, Wei Pan, 

2009). That is, MEMS microphones are condenser microphones. The advantages of 

MEMS microphones are their small size (3 x 3 x 1 mm), the same packaging as 

surface mounted components, and lower manufacturing tolerances (important for their 

u~e in microphones array). ln addition, the accompanying electronic circuitry can be 

integrated into the microphone chip using the same manufacturing process. The main 

disadvantages of MEMS microphones are still a higher price and higher self noise, 

The last is due to the smaller size of the diaphragm. 

*Please refor to the Appendix 1 for the picture of Microphones 

2.3 Microphones as a sensor 

Mobile Operating Systems are still in a process of maturation, which adds some 

complications to the development of applications for android platform. The complete 

architecture can be seen in Figure 2.3. The core to make this possible is allowing 

recording audio from the microphone. Then the microphone data is processed. The 

processed data can either be used directly as output or as input for parametric 

synthesis algorithms. 

11 
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Mobile phone 

))) MMlrophone rw-nrl :J Speaker 

l)) ... fl .. 

• • • • 0 l 

Microphone 
Camera, 

input 
accelerometer, Synthesized 

other sensors oudio 

J signal 
/ ., 

Processed 
- audio signal 

r-

Digital 
// signal 

unit 
processing Control generators 

blocks parameters 
or input 

r 

Figure 2.3 Processing pipeline: Audio received by the microphone passes through 

digital signal processing units. The output of these can be sent directly to the speaker 

for playback, or act as control parameters or input to unit generators. 

2.4 Eclipse IDE 

2.4.1 Definition of Eclipse IDE 

Eclipse IDE is an open source community,. whose projects are focused on buildillg an 

extensible development platform, runtimes and application frameworks for building, 

deploying and managing software across the entire software lifecycle (Reto Meier, 

2009). Many people know Eclipse IDE, as a Java IDE but Eclipse is much more than 

a Java IDE. 

12 
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The Eclipse open source community has over 200 open source projects. These 

projects can be conceptually organized into seven different "pillars" or categories: 

1. Enterprise Development 

2. Application Frameworks 

3. Service Oriented Architecture (SOA) 

4. Embedded and Device Development 

5. Rich Client Platform 

6. Rich Internet Applications 

7. Application Lifecycle Management (ALM) 

2.4.2 Android Development Tools (ADT) 

2.4.2.1 Definition of Android Development Tools (ADT) 

Android Development Tools (ADT) is a plugin for the Eclipse IDE that is designed to 

give developer a powerful, integrated enviromnent (Reto Meier, 2009) in which to 

build Android applications. ADT extends the capabilities of Eclipse to let the user 

quickly set up new Android projects, create an application user interface (UI), add 

components based on the Android Framework API, debug the applications using the 

Android SDK tools, and even export signed (or unsigned) .apk files in order to 

distribute the application. 

Eclipse is most likely one of the best IDE development tools for Java based 

development. As an open source project, there are various plugins available to make 

Eclipse work with a variety of platforms and languages (William Bridges, 2009). The 

Android SDK includes a plugin for the Eclipse enviromnent for developing Android 

applications. 

13 
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The Android Development Tools Plugin for Eclipse (ADT) provides a number of 

shortcuts to other tools that make any Android application development move much 

more smoothly. When developer creates a new project in Eclipse, the ADT will 

generate the necessary stub files and layout the source files to build the application. 

Running or debugging in Eclipse will also automatically launch the emulator to allow 

the user to test the application on an emulated hardware profile (Daniel Ulery, 2009). 

The ADT even includes tools for packaging and distributing the Android application. 

Developer can literally do it all from within Eclipse by using this plugin. 

2.4.3 Android Emnlator 

The Android Emulator is probably one of the important tools included in the Android 

SDK. This is a QEMU-based application that emulates an Android mobile device. It 

allows the user to test the application on various hardware and system configurations 

without owning multiple Android mobile devices. The emulator even allows the user 

to run different versions of the Android system (Chris Webb, 2009) so the user can 

verify that the application will be compatible between differing Android versions. 

Another really useful feature of the emulator is that developer can run more than one 

instance of it on the development machine. This allows the developer to simulate 

calling another Android phone or sending SMS to another Android phone. To emulate 

a voice call from one emulator to another the user simply enter the port number of the 

emulator the user want to call in the dialer application and press send. To fmd the port 

number of the emulator for the user to call, look in the title bar of the emulator 

window. The title bar will read "Android Emulator" and the port number will follow 

in parentheses. 

14 
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2.4.4 Android Debug Bridge 

Android Debug Bridge is used to debug the applications. This is a client-server tool 

which interfaces with a debugging daemon on each emulator instance. The ADB 

provides a number of commands for collecting and analyzing debug output from the 

emulator instances. 

Another useful tool in the Android Debug Bridge is the logcat tool. Logcat allows the 

user to view and filter the various logs collected by the Android emulator. There are a 

number of additional options and filters the user can familiarize with the complete 

syntax (Jack Lewis, 2009). Logging output can become pretty rambling so the user 

will save a lot of time if the user knows what to look for and how to filter for it. 

2.4.5 Android Interface Description Language 

The Android Interface Description Language is a type of Interface Definition 

Language used on Android to marshall objects and pass them between two processes. 

This is how Android manages lnterprocess Communication (IPC). It has a number of 

similarities to remote procedure calls used in Com and Corba. While it is definitely 

lighter weight than either Com or Corba, the marshalling code is still difficult to write 

(James D. Kramer and Happenstance Type-0-Rama, 2009). This is where the 

Android Interface Description Language is introduced. It allows the user to create an 

. aidl file in which the user creates an interface as a subclass of the Stub abstract class. 

The compiler then will generate the necessary Java code to create the interface. This 

greatly simplifies IPC programming for Android. 

Though the software development kit (SDK) contains a number of other very 

constructive Android developer tools, these are the best Android developer tools in 

terms of streamlining development and creating value for the SDK itself. The ADT, 

Android Emulator, ADB, and AIDL simplifY the development of Android 

applications. 
15 
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2.5 Media API 

Media API allows Mobile Processing sketches to play sounds on supported mobile 

phones. The Android platform offers built-in encoding/decoding for a variety of 

common media types (Lynsey Stanford, 2009), so that user can easily integrate audio, 

video, and images into the applications. 

Audio capture from the device is a bit more complicated than audio/video playback, 

but still fairly simple: 

I. Create a new instance of android.media.MediaRecorder using new 

2. Set the audio source using MediaRecorder.setAudioSource(). You will 

probably want to use MediaRecorder.AudioSource.MIC 

3. Set output file format using MediaRecorder,setQ~li!PJJJFow~Q, 

4. Set output file name using MediaRecorder.setOutj)utFileO 

5. Set the audio encoder using MediaRecorder.setAudioEncoderO 

6. Call MediaRecorder.prepareO on the MediaRecorder instance. 

7. To start audio capture, call MediaRecorder.startO. 

8. To stop audio capture, call MediaRecorder.stopO. 

9. When you are done with the MediaRecorder instance, call 

MediaRecorder.release() on it. Calling MediaRecorder.releaseO is always 

recommended to free the resource immediately. 

2.6 Fast Fourier Transform (FF1) 

Fourier Transform converts signals from a time domain to a frequency domain and is 

the basis for many sound analysis and visualization algorithms (X. Chen and A. L. 

Yuille, 2008). It converts a signal into magnitudes and phases of the various sine and 

cosine frequencies making up the signal. For example, taking the Fourier Transform 

of these 32 real valued points results in 32 complex valued points shown in Figure I 
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from the formula also shown in Figure I, and sample it at the 32 equally spaced points 

shown. Plotting only the magnitudes of the first 16 gives the result in Figure 2; the 

other 16 points are the mirror image due to the symmetry. 

:; i\ 
J I\ 1\ I \ 
i ;' \ 

1
1 \, \ 

l(" IJ \ . ......._ 

~ J \_-.. · ----~ ------·-
u u 1.4 

1 1 "Jisin2nt -rzcos 2-n:t +cos Snt + 2 sin 7nt The Fourier Transform of the samples 

Figure 2.6 Samples for FFT 

Given N input points, the Fast Fourier Transform (FFT) computes the Fourier 

Transform in O(NlogN) steps. The majority of this note derives the FFT algorithm 

and shows how to implement if efficiently. These complex numbers represent the 

magnitude and phase of the various frequencies present in the xk. A direct 

implementation of this requires adding N values for each of N array entries, for a 

complexity of O(N2). Given N (real or complex) samples xO,xi,x2, ... ,xN-I, the 

Fourier Transform of them are theN complex numbers y0,yl,y2, .. . ,yN-I given by! 

~v-1 

'\' ~k Yj = L. eN xk , for j = 0,1 ..... N- 1 

k=O 

FFT algorithm consisting of the following steps: 

I. Sort the inputs into bit reversed index order, which evaluates the eight Fj, I 

transforms. 

2. Evaluate four Fj,2 transforms on pairs from step I. 

3. Evaluate two Fj,4 transforms on data from step 2. 

4. Evaluate one Fj,8 transform on data from step 3. 
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In many applications, such as sound processing, the xk are real valued, which allows 

a perfonnance and space improvement over the complex input to complex output 

FFT. When implementing the FFT in a many computer languages, complex numbers 

are stored as two floating point values, one for the real component and one for the 

imaginary component. To perfonn an FFT which expects complex inputs, the real 

valued input has to be augmented by an equal amount of space for the imaginary 

components, which takes additional time and space. 

2. 7 Existing System 

Based on the deep research and finding, up to now, the lnfonnation Communication 

and Technology industry acquired the knowledge of sound capture and processes by 

using Android Development Tools (ADT) approach and method. This caused some 

drawback such as limited memory, power consumes of the mobile device and the 

most obvious one is the sound capture and processing is still under research. Current 

system that applicable for deaf or hard of hearing is on external devices which 

'Emergency alert device for the deaf which is costly and expensive refer to Figure 

2. 7. The most recent mobile application is the speech translation. However, the 

developer is not focusing on the needs of the deaf or hard of hearing based on mobile 

devices. 

Figure 2. 7 Deaf device 
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Another system that provide emergency alert to deaf is the Mobile Alerting 

Framework also provides a web interface allowing administrators to manually insert 

alerts into the system. It is internally stored in CAP format and published to a web 

server. In this form the alert is available for later retrieval by client software via 

mobile web access. After alerts have been matched with subscribers and a formatting 

transformation applied, they are ready for SMS delivery. Both the Alert Delivery and 

Subscription Management components use the Kannel open-source Wireless 

Application Protocol (W AP) and SMS gateway (http://kannel.org) to send and receive 

SMS messages. 

2.8 Main concept of project 

Referred to the mentioned weaknesses of the current technology of sound capture and 

processing for deaf or hard of hearing, the 'Emergency Alert Mobile Application for 

Dear is initiated to tackle and reduce the weaknesses. The main concept of this 

project is to capture an emergency sound using the build in microphone in the mobile 

phone and alert the end user by displaying text output and possible to vibrate the 

phone. Therefore, the end user whom is deaf or hard of hearing will be able to react 

by noticing the emergency alert. 

2.9 Latest Research 

There is rising interest in mobile phones research for pervasive computing and urban 

sensing applications (Brotherton, J. A, 2004). Although early work mentions the use 

of microphone as a clue to context, most work found in the literature focus on the 

camera, accelerometer, and GPS as sources of sensor data (X. Liu and J. 

Samarabandu, 2005). Existing work that considers problems such as sound 

recognition or sound recognition do not prove their techniques on resource limited 

hardware. One exception is which are focused on performing sound processing using 

wearable computers (J.G. Fiscus, 2007). 
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However, the authors collect data from wearable devices and perform offline analysis. 

Many developer uses a Hidden Markov Model (HMM) based strategy capable of 

classifying 10 environments with good performance using samples of only 3 second 

duration (G. Evermann and P. C. Woodland, 2000). This framework provides a way 

to build new classifiers.A different type of application also been considered. The 

ability to recognize a broad array of sound categories opens up interesting application 

spaces for example within the domain of participatory sensing (S. M. Lucas, 2005). 

2.10 Applications of speech recognition 

The increases applications developed for mobile phone has made the mobile phone 

more useful than the old time where mobile phone only was used for making calls or 

sending text messages. Some of applications regarding speech recognition are name 

dialing software, send messages using voice and message reader. Speech to text or 

dictation is fundamentally different in scope since the function is not basic to mobile 

phones originally. Dictation system exists for a long time for desktop and their 

performance is continuously improving. 

However, these systems have been mostly successful in applications where dictation 

has already been established practice such as legal or medical domain automatic 

speech recognition (ASR) systems are more likely to succeed in the mobile 

environment, where there is a stronger motivation for users to adopt the new 

technology due to cumbersome traditional input mechanisms (A. Stolcke and E. 

Shriberg, 1996). The ASR for dictation may be fully implemented in the network with 

the speech transmitted over the wireless network by usual transmission techniques or 

be partly located in the mobile phone and partly in the network. 
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The basic technology relevant to the application mentioned above is isolated word 

recognition which means the capability of recognizing a single word to execute any 

process. Basically, isolated word recognition is useful for name dialing and 

command-and-control applications. Keyword spotting allow for a much more user 

friendly operation because the user is not required to speak isolated words. The 

speaker may speak natural phrases which contain dedicated keywords, the actual 

command. The speech recognizer separate the useful information from the non-useful 

information or as known as garbage. The vocabulary size can be kept still restricted as 

with isolated word recognition, up to I 00 words. 

Table 2.10 summarize the speaker independent (SI), speaker dependent (SD), and the 

mixer of both the speaker adaptive. Speaker dependent recognition is independent of 

languages, dialects and pronunciations. Some example of speaker dependent is name 

dialing by Dynamic Time Warping (DTW) and Hidden Markov Model (HMM) based 

(V. Levenshtein, 1998). The algorithm HMM-based speaker independent systems are 

studied to cope with various languages, dialects and speaker behavior. In order to 

achieve a good performance over a wide range of speaker samples taken from 

different speakers in different conditions are needed to pre-training (Schultz, Tanja & 

Kirchhoff Katrin, 2006). 

The combinations of speaker independent and speaker dependent recognizers 

leverages the benefits of both system which is user-friendliness due to pre-trained 

vocabulary and high performance due to user-trained additions to the vocabulary. 

Furthermore, advanced speaker independent systems support on-the-fly adaptation of 

the acoustic models. These speaker adaptive systems maximize the accuracy of the 

system for user and environment variations while maintaining the low level of user 

interaction. 
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Isolated word Keyword Continuous 

spotting 

Speaker Basic digit or Flexible SMS and/or 

independent natural number command-and- Email dictation 

(SI) dialing, basic control 

command-and-

control 

Speaker Basic name High accuracy -
dependent (SD) dialing voice activation 

Mix of SI and Advanced digit Flexible digit High accuracy 

SD and name dialing, name SMS and/or 

(natural dialing, and email dictation 

number and command-and-

name) dialing control 

Table 2.10 Typical applications in terms of speech recognition capabilities 

In conclusion, developing sound capture and processing applications may be 

challenging because it rely on statistical techniques that usually require large training 

corpora for providing sufficient performance. This includes both textual and acoustic 

databases. For some sound the necessary sound resources are readily available. As in 

practical configurations, a set of sounds needs to be supported by a mobile device, 

several sound have to coexist in the limited memory space. Therefore, a suitable 

compact representation has to be developed. The vast advantage of microphone 

sensing in mobile devices is their wide availability. While accelerometers are only 

just emerging in contemporary high-end models of mobile devices (Nokia's 5500 and 

N95, Apple's, iPhone), microphones are available in any programmable mobile phone 

and offer signals of considerable quality. 

22 



CHAPTER3 

RESEARCH METHODOLOGY 

3.1 Methodology 

The 'Emergency Alert Mobile Application for Deaf will implement 'Rapid 

Application Development -based' as the project methodology. The reason 

methodology is selected and chosen prior to the advantage of it is flexible and 

adaptable to change and it involves user participation thereby increasing chances of 

early user community acceptance. 

Planning 

• Background 

study 

• Requirement 

gathering 

- Analysis 

• Feasibility 

study 

System 

• Interface and 

function 

Implementation 

• Test software 

• Fix errors 

Implementation -- --• Add function as 

required 

Figure 3.1 RAD Model 
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Besides that, while developing the project, the project risk can be realized and overall 

reduction. Due to users begin to work with the system faster than system completion, 

they are more likely to identizy important additional requirements sooner than with 

sketch and structured design situations. 

3.2 Project Activities 

In order to fully development will be made within 'Final Year Project I' and 'Final 

Year Project 2', the project activities are divided into two major classes of tasks 

which are main task and sub-task. The main task is consisted of: 

Main Task Status 

Planning Completed 

Analysis Completed 

Design Completed 

Testing In progress 

Implementation -

Table 3.2a: Main Task 
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The sub-task is consisted of: 

Sub-Task Status 

Proposal rej)Orting Completed 

Extended proposal reporting Completed 

Interim reporting Completed 

Perform proposal defence presentation Completed 

Progress reporting (FYP 2) Completed 

Pre-EDX (FYP 2) Completed 

Dissertation (FYP 2) In progress 

Viva (FYP2) -
--- -- - -- . -·-···-·· 

Technical reporting (FYP 2) -

Table 3.2b: Sub Task 

3.2.1_ Description of phase 

First phase on RAD model is planning phase. This is where research and background 

study on the current project which is sound capture and processing is been done. The 

basic step on developing a project is to plan what to be done at certain period of time. 

At the end of this phase, all the required data and information regarding to sound and 

capture processing on mobile will be gathered to obtain and proceed to the next step. 

Gantt chart is prepared during this stage to observe what to be done at certain time to 

achieve what is planned (refor Appendix 2). 

Based on the chart given, the second stage would be analysis for the project. Two 

main points in feasibility study as known as technical feasibility and scope feasibility. 

Java programming knowledge is crucial to develop this system and several tools that 

important to be familiar with such that Eclipse IDE, Android Developer Tools, and 

Android Emulator. 
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Analysis and survey had been implemented to gather infonnation on current system 

being provided by the android developer and how the deaf people expectations 

towards the new system. The survey had been accomplished by five students from 

Sekolah Pendidikan Khas,lpoh, Perak which is consist of five deaf students. 

Survey result: 

-: ·'~UAll II 
· t'~ll ANGAN - · 

Figure 3.2a Sekolah Pendidikan Khas,lpoh. Perak 

expensive hard to carry 

Figure 3.2b Survey Result 
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Due to suggestion and request by Ms. Nazleeni Samiha Binti Haron, the Final Year 

Project 2 will also include the design phase as it was planned to be accomplished in 

this semester. The design is about programming a simple prototype. The purpose of 

having the prototype is to give the clients about the ideas and opinions of further 

development since this project is based on from sketch. 

In implementation phase, the list should include: 

•!• The work is divided in modules or units and actual coding is started 

•!• First developed in small programs called units 

•!• Each unit is developed and tested for its functionality 

•!• Unit testing verifies if the modules or units meet their specifications 

•:• Units are then integrated into a complete system during Integration 

phase and tested 

3.3 Project main interface 

Emergency Alert 

0 

0 

Figure 3.3a Main interface 
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Emergency Alert 

0 

.. ... 

IL t 

Figure 3.3b Capturing sound 

3.3.1 Coding- Capturing sound 

Jl ri\llle ' o 1d startRecording(){ 
1 11,..dl""it~ 1 R..:wnlm! "."get input l"rnm mic"). 

IQ ( 
hulkNtt.: 

Log.d("bufTcr;Jtc",lnteger.toString(hutTcrSilc)); 

rct.:ordt.:r "' nen AudioRecord(Media.Recorder .AudioSource. 1//C , 
RLCORDI:"R \J\11'/IR 1//- , 

RU"ORf)f:R C/1 I\ \EI...S,RFCOR[)f,R ll mo I \COIJI\(,, huller~' ); 

rt.:cord..:r .startRecordingQ; 
Log.d(""itart Rccording","g..:t input lromJmc"); 

1sRccordmg "' true; 

rccordingThrt.:ad = ne" Thread(ne" Runnable() ( 

11 < hcrnd" 
publiC\oid run() ( 

writeAudioDataToFile(); 
} 

}."AuthoRccordcr thread"); 
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recording Thrcad.start(); 
} 
ratrh(Exception e){ 

Log.e("crror", "start Recording", e); 

pri\ ate String getFilename(){ 
String filepath = EnvironmentgetExtema/StorageDirectory().getPath(); 
File tile = nc\\ File(filepath,. tl /JIO IUCOR/JFR FOI.DLR); 

if(!file.exists()){ 
file.mkdirs(); 

return (file.getAbsolutePathO + " " + System.currentTimeMil/is() + 
AL/)/0 RFCOROER FILF l \T II tl ) ; 

} 

pri\ ate String getTempFilename(){ 
String filepalh = Environmentget&tema/StorageDirectory().getPath(); 
File file = nc'' File(filepath,A l D/0 RF( ORDFR /·OWER); 

if(! fiJe.exists()){ 
tile.mkdirs(); 

File tempFile = ne\\ File(filepath,. tllJ/0 RECORDER TE\IP F/1 E); 

if(tempFile.exists()) 
tempFile.delete(); 

return (file.getAbsolutePalh() + "'" + .l llD/0 RfCORDfR TE Ill' I Ill); 

3.3.2 Coding - Layout 

<~!,ml \ a~ion=" IJJ" encoding="u!f~h"".>> 
<I incarl U)lllll \lllln~:android="hup: schema.\.android.com apk n•s android" 

android:hackg.round="lt drmwhle hackgrvundmain" 
android:la)OUl hcight='fi// parem" 
android:padding="20clip" android:oricntation=",•ertica/" android: Ia) uut ' ' idlh="u·rap amte/11" > 

< Rclall\ d a IlLII android:id="•u + id relatircl.ayout /" 
android:layout_ 11 idth='}l// parent" 
android:la) out hcight="wrap come /II" 

andruid:g.ra\ it)= "center" 
< l incarl a)nut android:id="'ul ~ id /inearl.ayowl" android;oricntatiun="hori=onta/" 

android: layout _'' idU1='}7// parent" androitl ;la)Olll hcight=')i// parent'~ 
<Buttnn android: Ia) out_hcig.ht="11rap col1fel1f" android:onClick=" ct.,Hring starr _recording" 

android: Ia) nut_ \\cight="/ .0" android:la)nut _gra\it)= "hol/om" android :la) nut '~idth="1rrop contem" 
android:id="c1 + id b/IIStart" android:tc:-..t=" a,Hring swrr rt'cording"><IBullon ~ 

<Buttnn android: layout_ hcight=''lrrap contem" android: Ia) out "dght="/. 0" 
android: Ia) out. g.ra,it)="bouvm" android: Ia) nUt_,, idU1="11mp_ contem" undroid:id=" a, ~ id htnStop" 
android:tcxt=" a~tring stop recording" >-< 1 Button. • 

<..1[ incarl.a)uut ..., 
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< I e\t\ i.:1\ android:tc\t="Ema,l!'<'/1(:\' , t/cn" android:id=" a ~1d text I iewl" 
andmid: 1:1) nut_ a I ign Parcnn op="true" android: tc\tSi/t.= "30dip ·• android: lay out hdght= "wra1' coment" 
andwid: layout_\\ idth='fi// parent" undroid:gra1 ity ="cemer" andrnid:tcxtCulor="#OOOOOfJ" x./1 C\t VIC\\ 

<Rclati\cl ay nut android:id="a, t id relattl'el.anmt2" android: layout hcight="11 rap comem" 
undroid:gra\ it:="center" android:layout al ignl'arcntRight="true" android. layout_" idth='fi// pttrellf" 

< l'rngrc~sBar android:id="ca •it/ progre.ullar I" 
android:layout alignParcntBollom="true" 
andrnid:layout_ height="/ OOdip" 
android: layout _ '' idth= "I fJOdip" 
andrnid:onCiid ,=" u,Hrinl{ .\tart recording" 
android;\ isihility= "im·isibh•" 
sty lc=" a cmdroid:style II 'idget. l'rogr,•s.~Har lnl'erse" 
< /J'rog rt.'SS UJr' 

/Rclatl\el aynut 
J Rclall\ clay out • 

</I mcarl ay out 

3.3.3 Coding - Manifest file 

<'!,ml 1crsion="/.O" cncoding.="u(/~8"!'• 

< mani fc~t \mlns:android="http: ' scltema.umdroidcom apk res android" 
packagc="com.audiofatilwh" 
andruid:' crsionCode="/" 
android:\ crsionNamc="/.0" 

"-dpplicouon android:icon="·a drawahle icon" .mdru1dJahcl=" a string app nann•" undrnid:dchuggahlc="ta/.11!" • 
< ilCII\ ity android:name=".audioCaptureActil·ity" 

andwid:labcl=" cistring app name'' ><mtcnt-lihcr 
act1on android:namc="andraid.iment.uction \Ill\'" • 

< catcgol') android.namc="andmid.intent catt'gory /..A ( .\C/1/:R" 
• lmtcnt-liltcr~</acll' II) '></application 

< uscs-pcmussion androiu:nanJc="cmdroidpermis.limr.II'R/7/;' l::\71:.'R\ ,I/, ~70R. IGI:'" •• /uscs-pcnmssl()n 
USL'S-pcnm~sion androiu:namc="wrdrmdpcrmi.1.1imr RECORD A { JJ/0"><./uscs-pcrmis iun 

< ll'>L.,-pcrnmsion android namc="androidpermiv.~ion. J IBR. I lf:'" ></uscs-pcrrmssiOII > 

< usL-s-sdk android:minSdl.. Vcrsinn=''7" •<-/uSt."S-sdl.. • 
< '·- llSC~·rcrmissinn and o1d name "androld.pcnmsstol' INTI R\1E I " -- ""'lmami'-"St 

3.3.4 Coding - Sound Processing 

publk ' oid onMarkerReachedSoftCiip(, hortO buffer) { 
double th=I.0/3.0; 
dou blc multiplier = 1.0/0x7fll'; 1 mJaliLc mput to dl•uhlc 1.1 
double out = 0.0; 
fn r(int i=();i<buffer.kngth;i++){ 

double in = multipli~(double)buffer(i] ; 
double absln = java.lang.Math.abs(in); 
1f(absln<th){ 

out=(buffer( i)*2 •multi plier ); 
} 
el'c if(absln<2*th)( 

1f( in>O)out= (3-(2-in *3 )*(2-in *3) )13; 
eJ,e if(in<O)out--(3-(2-absln*3)*(2-absln*3))13; 

} 
el\c if(absln>=2*th){ 

•f(in>O)out=l; 
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rl'c if(in<O)our-1; 
} 
buffer[i) = ('hort)(out/multiplier); 

} 

3.3.5 Coding - Alert Dialog 

11rh atr 'oid sbowSimplePopUp() ( 

AlertDialog.Builder belpBuilder = ne~ AlertDialog.Builder{t~ ); 
helpBuilder.setTitJe("<. \l I 10"-"'); 
helpBuilder.setMessage("l rncr·~o.:nc\ \lam1 lktcctcJ!"); 
helpBuilder.setPositiveBut1oo("C l~ ", 
nt\\ Dialoglnterface.OnClickListener{) ( 

public' oid ooCiick(Dialoglnterface dialog, mt which) { 

} 
}); 

flo nPth J:,.ln. I• J, 

Ro.:m~ml>~r. ac.Jk do~. n h1'11 ·1 c Ji; J, 
AlertDialog belpDialog = helpBuildcr.creatc(); 
helpDialog.show(); 

3.3.6 Coding - Vibration 

final Vibrator v = (Vibrator) getSystemService(Cootext i'/BR I /OR SfRI'ICI:); 

v. vibrate(3000); 

3.4 Interface prototype 
~ 

.,. '0 

D 

Figure 3.4 Interface prototype 
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3.5 System Architecture 

Sound 
detection 

Sound 
processing 

Sound 
recognize 

~• 

0 

Display 
alert 

Figure 3.5 System Architecture 
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3.6 Flow Chart 

Sound Capturing 

Emergency NO 
end 

sound detection 

YES 

Sound 
processing 

l 
Dictionary 

lookup 

l 
Sound 

recognize 

-r 
Display 

alert 

Figure 3.6 Flow Chart 

Sound processing, dictionary lookup and sound recognize is a background process in 

this system. Therefore, the user will not be able to notice the process and only receive 

the output later after the execution done. This application is to run in the background 

once the user switches it on until the user switches it off. 
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3.7 Tools required 

Software 

• Eclipse IDE. (main development tool) 

Eclipse IDE is an {}j)en source project and there are various plugins available to make 

Eclipse work with a variety of platforms and languages. It is most likely one of the 

best IDE development tools for Java based development. The Android SDK includes 

a plugin for the Eclipse environment for developing Android applications. Current 

version is eclipse-java-galelios and these editions will always remain free-of-charge. 

• Android Developer Tools (ADT) 

The Android Development Tools Plugin for Eclipse (ADT) is to let developer quickly 

set up new Android projects, create an application UI, add components based on the 

Android Framework API, debug your applications using the Android SDK tools, and 

even export signed (or unsigned). 

Hardware 

• Android mobile phones 
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CHAPTER4 

RESULT AND DISCUSSION 

4.1 Result 

According on the accomplishment analysis and survey, the result below are achieved: 

Area of Improvement 

The easy way to bring a device with 

application for deaf 

Time required for the program to run 

(eclipse emulator) 

Error in Eclipse emulator 

Total number of bytes 

Table 4.1 Result 

FVPAdivity,java recorder Manif<!:it main.xm! 

I> b recorder I> •'l'~- .gen I> ill comNarma.s:llmples:.audiorecorder 

+I'· ;,-_T:O:-::•·G·E:~·T;;::TI.ic'::":":~· ;;-;:::_::;. 1:>'.:: ;l•::'T ;.-;:c-::F-J.~ 

package ~cm.varma.samp~es.audiareccrder; 

public final class R { 
public static final class aetr { 

public static final class drawable { 

..tri119~.xml 

0R 1> 

public static final int icon•Oxi:f"020000; 

public statio finaJ. class id { 
public static final 1nt .bt:nForrnat:=Ox7£050002; 
public static final int ~tnStart~Ox7f050000; 
pUblic stati-c ::t"inal 1nt l;JtnStop>"OX7f05000~; 

publ"ic static final class l.avout:: { 

[2011-07-15 12:~6:36 - FYF] ------------------------------
i:: [20~1.-07-:lS :l2HIE:36 - l'"YI?] A!'l.dl:"o.:i.d l-o!>'l,l.::l.Ch! 

[20:11.-07-:15 1.2:~E:36 - FYI?] ~db ~s r 

Benefit 

Increase 40% 

Decrease 60% 

Increase 25% 

4096 

[.20:11-07-~5 ~2:'16:36 - er%"crmi:ng com.%"yp.a.u.dio RecorderAct::o..v:o..t: :la.ur.ch 
[201.1-07-~5 :36 - FYI?] Aut:o~~t:.:i.c Target: Mode: :launc~.:i.~q new eKu:la.t:or W.:i.t:h c 1b:le AV: 
[201.1.-0 5 1.2:46:36- FYP] Launching a new emu:lat:or ~tit;; Virtual Oev.:i.ce 'Fatihah' 
12"0.1"-07- 5 .:L2:46:36 - E:m1::lat:Ll:rl i::nral.:i.d co:mmar.d-l:i.:::e paraneter: F.:i.le=<"\A-""l.dro:i.d\and":oid->~dk\ 

[2 _.:!_-07- 5 l2:<J.6:36- L:rr:c;;J.ator] -"!:i:!C!"t:: "'"'"' ·~foo' to la-..:::-_c:-_ a v:cr-c-.oa)_ device ::>amed 'foo'. 
[2 "l-07- S l2:46:36- E:rr.·,olatoo::j p2.ease -_o.se -.=:telp fo::: rr.o:::e :info:cn:.atior • 

. ,.,--

Writable Smartlnsert ; 1: 1 Android SDK Content Lo 

Figure 4.1a Eclipse emulator error 
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'., logCM 1:l 

,,, I 
Tiae 

08-0? 15:25 4£..394 ' 011-07 15:2.5 46.394 v 
08-07 15:2.5 46:.-'14 ' 08-07 15:25 46.414 ' 08-07 15:25 46 . .U4 ' Q8-D7 15 _ 2S. -16. 42S 
08-07 15:2S:t6.428 ' 08-07 15; 25:46 . .&34 ' 08--07 15:25:4&..134 ' Oll-tl7 15:25:4&.434 ' 08--4}7 15:25:46.464 ' 09-07 15:25:46.464 ' 08-07 15:25:46.464 ' 08-{)7 15:25:46.484 ' 08-07 15:25:46.484 ' 

, Filter. 

4.2 Discussion 

pid 

1143 
1143 
1U3 
1143 
1143 
1228 
1228 
lt.l3 
1143 
1143 
114.3 
1143 
1143 
114.3 
1143 

,., 
Audio .. 
Audio .. 
Audio .. 
Audio .. 
Audio .. 
};~;y!l' 

Vindo .. 
Audio .. 
Audi<;> •. 
Audio .. 
Audio .. 
Audio .. 
iudio.-
Audio .. 
!Wig .. 

..... ,. 
Total Nullbetr of Bytes read ~ 40':11> 
AudioStreaalnHSK72n: ::ree.d{lht41b1Jc040. 40':16) 
lfuaber of Bytes read " 40<:16 
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Tot~l N~ of Bytes :read "' ~096 
.. -----,;;·----· 

Figure 4.1b Result running on mobile 

Referring to the above table, it indicates that the Eclipse IDE have more disadvantage 

comparing to Netbeans IDE. The respond time for Eclipse IDE took more time to run 

especially when running the Android Emulator. This is because each time the 

emulator run, it will save the previous project cache for referring. To setting up the 

Android SDK on the Eclipse IDE process are more complicated and could result in 

error if the set up failed. Therefore, it required more memory space for it to run each 

time. For this project, it uses the audio recording process to run this project. The 

disadvantage of the emulator is that it does not run the audio recording and 

consequently the project has to be tested on the real Android device. On top of that, 

although this Emulator could give uneasiness to the developer, it also provides 

advantage such that developer does not have to have the real device to run the codes. 

The above errors occur only in emulator since emulator does not have the ability to 

capture sound. Hence, this project should be run in the real phone and the result is 

shown in Figure 4.2. 
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4.3 Fast Fourier Transform 

Fast Fourier Transform (FFT) converts signals from a time domain to a 

frequency domain and is the basis for many sound analysis and visualization 

algorithms. It converts a signal into magnitudes and phases of the various sine and 

cosine frequencies making up the signal. For example, take the signal shown in 

Figure 4.3. 

~sin Zn:t -*cos Ztrt +cos 57rt + :Z sln 7n:t 

Figure 4.3 Sample signal 

4.4 Signal Frequency 

Frequency is the number of cycles per second. The frequency spectrum of a 

time-domain signal is a representation of that signal in the frequency domain. The 

frequency spectrum is generated via a Fourier transform of the signal, and the 

resulting values are usually presented as amplitude and phase, both plotted versus 

frequency. For example on this project is using signal wav of ambulance and police 

siren. The results had shown in Figure 4.4a and Figure 4.4b with frequency 11025 Hz 

and 44100 Hz. 

'"·""" .. '"" ............. ,., """' """""'"''" ,,, • '""~ _jooo••~,o·,-;r;o-;;,;~-;; .. ;~ r-o.-,;oo;,;..-;; 

Figure 4.4a Ambulance sound waves 
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Figure 4.4b Police siren sound wave 

In signal processing, sampling is the reduction of a continuous signal to a discrete 

signal. A common example is the conversion of a sound wave which is a continuous 

signal to a sequence of samples a discrete-time signal. 
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CHAPTERS 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

In general, the level of progress of project development of sound capture and 

processes on mobile could be concluded as follow the planning with appropriate ways 

and approaches. By identifYing the difficulty a significance of the project may lead to 

deep understanding of the main concept and principle of the project hence may 

contribute to the series of project achievements. Sound capture and processes might 

be the useful technology for deaf or hard of hearing to be alert with any emergency 

call and be able to respond towards it for their needs. With the support from the 

programming tool like Eclipse IDE to make the project development of sound capture 

and processes on mobile especially Android platform to be transformed into reality, 

many experts of Information Communication and Technology fields believe this 

applications that have been tested the functionality on the real person may make and 

produce impacts to help the deaf or hard of hearing people once it is accomplished 

and implemented. It is believed that the flexibility and scalability of this project 

makes it suitable for a wide range of deaf people-centric sensing applications and 

present two simple proof-of-concept applications in this paper. 
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FYP 2 Dissertation - Emergency Alert Mobile Application for Deaf 

5.2 Recommendation 

For future development of the project, it is recommended to use the most advance 

programming concept for sound captutiiig and processing and to make a deep 

research on sound and signal processing. The project is to be implemented to run in 

background so that the objective to detect emergency alarm anywhere can be 

accomplished. It is important to include more people in research team and expose the 

developer to more courses related to the project as for example sound and signal 

processing. 

A few recommendations are dedicated to Computer and Science Information 

Department of Universiti Teknologi PETRONAS such as invite experts from industry 

to deliver talk and training that relate to students' project especially about Information 

Technology and Infurmation System issues to provide a clear picture related to their 

project and also to provide more training on Android developer applications. 
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