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Abstract 
 

 

Recently, the robust deconvolution algorithms that tolerate high levels of errors in 

pressure and rate than the previous deconvolution algorithms have been introduced in the 

literature.  The recently developed deconvolution method by von Schroeter et al. (2002, 

2004) and its variants later developed by Levitan (2005) and Pimonov et al. (2010) appear 

to offer robustness to the long-standing deconvolution problem and make deconvolution 

a viable tool to pressure transient and production data analysis. Now, most commercial 

software incorporates either the method developed by von Schroeter et al. or its variants 

developed by Levitan (2005) and Pimonov et al. (2010). However, there are some 

algorithmic parameters that need to be carefully selected to produce meaningful constant-

rate (or deconvolved) responses from these algorithms to avoid misinterpretation of the 

data leading to misidentification of the unknown system. In this work, by using the recent 

robust deconvolution algorithm of Pimonov et al. and/or the ones implemented in 

Weatherford PanSystem Well Test Software, the effects of the algorithmic parameters  

(including error levels in pressure and rate data, and the curvature constraint value) as 

well as the initial pressure on the deconvolved responses are investigated. Several 

synthetic and field test data are used to illustrate the effects of the algorithmic parameters 

on the deconvolved responses as well as the importance of the deconvolution in analysis 

and interpretation of pressure transient data. 
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Chapter 1 

Introduction 

 

1.1 Background of Study 

Deconvolution provides the equivalent constant rate/pressure response of the 

well/reservoir system affected by variable flow rates/pressures and hence eases the system 

identification and data interpretation.  By using Deconvolution analysis, one can extract 

more information about the well/reservoir system, regarding reservoir boundaries and oil 

and gas volumes supported by well test data. Such information is vital for making 

decisions for appraising the fields and reducing the overall costs of the reservoir appraisal 

and development programs. However, applying deconvolution for pressure transient data 

interpretation and analysis had been an important challenge in the past because 

deconvolution is inherently an ill-conditioned inverse problem in the presence of noise in 

pressure and rate measurements. The deconvolution algorithms proposed in the past 

cannot tolerate typical levels of noise encountered in observed pressure and rate data in 

real applications.  

 

In the pressure transient testing, each wellbore/reservoir system for a given time period, 

has a characteristic unit-impulse function (or response) denoted by ݃ሺݐሻ, which is a time 

derivative of constant-unit-rate drawdown pressure response pu(t) [i.e., ݃ሺݐሻ ൌ

 Besides, a common assumption in the pressure transient testing is made .[ݐ݀/ሻݐ௨ሺ݌݀

where if this system is governed by the pressure diffusion equation with a linear time-

dependent inner boundary condition; its behavior is described by the linear convolution 

integral. In this case, (Everdingen and Hurst, 1949) stated the superposition principle 

holds and the relationship between the measured flow rate ݍሺݐሻ and the measured pressure 

change ∆݌ ൌ –	଴݌	  :ሻ is given by Duhamel’s convolution integralݐሺ݌	
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ሻݐሺ݌∆ ൌ ௢݌ െ ሻݐሺ݌ ൌ ׬ ݃ሺݐ െ ᇱݐᇱሻ݀ݐᇱሻ݃ሺݐ
௧
଴

,    (1.1) 

 

where ݌ሺݐሻ is the measured wellbore pressure (the solution of the time-dependent 

boundary value problem for the forward problem), ݋݌is the initial reservoir pressure and 

 may contain ݍ∆ and݌∆ ሻ is measured in the wellbore or at the surface. Bothݐሺݍ

measurement errors (noise) where usually the range is in between 0.01 to 5% for pressure 

and 1 to 15% for flow rates. This magnitude of noise could be differing significantly 

depending on the factors of measurement technology, wellbore environment and fluid. 

 

Briefly, the purpose of deconvolution method is to estimate the unknown 

wellbore/reservoir unit impulse function,݃ሺݐሻ, and the constant-unit-rate drawdown 

pressure drop, ݌௨ሺݐሻ	from equation (1.1) by using measured pressure ݌ሺݐሻ and flow rate 

 ሻ. Solving the convolution integral (1.1) is known to be an ill-posed problem, mainlyݐሺݍ

due to the violation of a solution stability condition and noise in ݌ሺݐሻ and ݍሺݐሻ.Hence, the 

solution approach needs additional information and constraints also special mathematical 

treatments to ensure stability and smoothness. 

 

The new robust deconvolution method is developed by Pimonov et al. (2010) which based 

on the von Schroeter et al (2001, 2004), Levitan (2005) and Levitan et al. (2006), where 

this new algorithm is more comprehensive and used a total nonlinear least-squares method 

for performing pressure/rate deconvolution. 

 

1.2 Problem Statement 

In deconvolution algorithm, there are a few unknown algorithmic parameters including 

error levels in pressure and rate data, and the curvature constraint value as well as the 

initial pressure where these parameters will affect the results of deconvolved responses. 
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1.3 Objectives 

 To analyze and interpret the effects of algorithmic parameters (including error 

levels in pressure and rate data, and the curvature constraint value) on the 

deconvolved responses. 

 To analyze and interpret the effect of initial pressure on the deconvolved 

responses. 

 To illustrate the effects of the algorithmic parameters on the deconvolved 

responses by using synthetic test data. 

 

1.4 Scope of Study 

This study involves a sensitivity study for the algorithmic parameters (including error 

levels in pressure and rate data, and the curvature constraint value) as well as the effects 

of initial pressure on the deconvolved responses. The sensitivity study will be conducted 

using the Pimonov et al. deconvolution algorithm and/or the ones implemented in 

Weatherford PanSystem Well Test Software. Then, a sensitivity study based on synthetic 

test examples will be conducted. The utility and importance of the deconvolution in 

pressure transient interpretation will be demonstrated on field examples. 
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Chapter 2 

Literature Review 

 

2.1 Deconvolution Concept and Basic 

Over 50 years, deconvolution techniques have been applied for the well test analysis. 

Based on Gringarten (2008), deconvolution is not a new interpretation method, but a new 

tool to process pressure and rate data to obtain more pressure data to interpret. Besides, it 

is also used for the pressure transient analysis and interpretation. Deconvolution is a signal 

processing method in which the effect of time dependent input signal is filtered from the 

output signal as shown in the Figure 2.1 after Kuchuk et al. (2010). In the pressure 

transient testing, deconvolution could be defined as the determining the influences 

function or unit response behavior of a system (an equivalent constant-rate response), 

which is the equivalent constant-rate response from the measured transient pressure and 

flow-rate data. 

 

 

Figure 2.1: A Schematic representation of the deconvolution operation 

 (Kuchuk et al. 2010). 
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The primary objective of applying deconvolution is to convert the pressure data response 

from a variable-rate test or production sequence into an equivalent pressure profile that 

would have been obtained if the well were produced at a constant rate for the entire 

duration of the production history. If such an objective could be achieved with some 

success, the deconvolved response would remove the constraints of conventional analysis 

techniques [D. Bourdet, et al. (1989); C.R. Earlougher (1977); D. Bourdet (2002)] that 

have been built around the idea of applying a special time transformation (e.g., the 

logarithmic multi-rate superposition time as suggested by R.G. Agarwal (1980)) to the 

test pressure data so that the pressure behavior observed during individual flow periods 

would be similar in some way to the constant-rate system response. In fact, the 

superposition-time transform does not completely remove all effects of previous rate 

variations and often complicates test analysis because of residual superposition effects, 

particularly if the late portions of the transients are influenced by reservoir boundaries. 

 

Unfortunately, deconvolution requires the solution of an ill-posed problem which if there 

is a small changes in input (measured pressure and rate data) can lead to large changes in 

the output (deconvolved) result. Thus, this ill-posed nature of deconvolution problem 

combined with errors that inherent in pressure and rate data makes the application of 

deconvolution a huge challenge. Robust deconvolution algorithms is developed as remedy 

to this challenge where the algorithms are error-tolerant. A schematic illustration of p-r 

convolution and deconvolution problems of interest to pressure transient interpretation is 

shown in Figure2.2. Both problems uses the same superposition equation (1.1), but in a 

different manner as shown in Figure2.2. 
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Figure 2.2: Pressure – rate convolution and deconvolution. 

 

2.2 The Development of Deconvolution Algorithm 

In the history of petroleum engineering literature, deconvolution method was not 

commonly used in the reservoir engineering problem until the 1980s but the developments 

of this method is started since 1959. Deconvolution firstly applied for determining the 

influences function directly from field data for aquifers [Hutchinson and Sikora (1959); 

Katz et al. (1962); Coats et al. (1964)]. In the 1965, Jargon and van Poollen (1965) applied 

deconvolution to compute the constant rate-pressure behavior which the influence 

function from transient pressure and rate data. Bostic, Agarwal and Carter (1980) have 

proposed another technique to obtain the influence function from variable rate and 

pressure history and in1981; Pascal (1981) has applied deconvolution to obtain constant-

rate pressure measurements of a drawdown test. After 1981 there have been continuous 
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efforts to develop deconvolution techniques. [Kuchuk and Ayestaran (1985); Thompson 

et al. (1986); Gajdica et al. (1988); Kuchuk (1990); and Baygun (1997)] However, the 

methods cited above have their own hitches and had not been found successful to be 

implemented in any commercial software because these methods do not tolerate to 

acceptable noise levels commonly encountered in pressure and rate data. 

 

Recently, the focus in the deconvolution has increased by introduction of more stable 

deconvolution algorithms by von Schroeter et al. (2001, 2002), and further extended or 

revised other authors subsequently. [Levitan (2005), Levitan et al (2006), Onur et al. 

(2008), Pimonov et al. (2008, 2009a, 2009b)] These algorithms have been incorporated 

in the most commercial well test analysis software because these algorithms have superior 

features over the previous deconvolution methods in terms of stability, error tolerant, etc. 

The development of deconvolution could be simply represented in Figure 2.3. 

Figure 2.3: Timeline of deconvolution development in petroleum engineering 

literature. 
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Chapter 3 

Methodology 

 

3.1 Research Methodology Flow Chart 

The Final Year Project (FYP) research on the analysis and interpretation of pressure 

transient test data by recent robust deconvolution methods begins with the literature 

review on the recent robust deconvolution methods [von Schroeter et al. (2001, 2004); 

Levitan (2005); Levitan et al. (2006); Ilk et al. (2005,2006); Onur (2008); Pimonov et al. 

(2008, 2009a, 2009b)] concept and nature. However Ilk et al. (2005, 2006) algorithm is 

excluded from this research because the Ilk et al. algorithm uses quadratic B-splines 

method with logarithmically distributed knots to represent the unknown ࢛࢖ࢊሺ࢚ሻ/࢚ࢊ 

where this algorithm has dissimilar nature compared to other recent robust deconvolution 

algorithms. Besides, Ilk et al. algorithm has the obvious disadvantages where the variable 

rate profile must be dissected into continuous segments and also its algorithm does allow 

for the estimation of initial pressure and rates. 

 

 In this research, by using and focusing on the recent robust deconvolution 

algorithm of Pimonov et al. and /or the ones implemented in Weatherford PanSystem 

Well Test Software, the effects of the algorithmic parameters  (including error levels in 

pressure and rate data, and the curvature constraint value) as well as the initial pressure 

on the deconvolved responses are investigated. Several synthetic and field test data are 

used to illustrate the effects of the algorithmic parameters on the deconvolved responses 

as well as the importance of the deconvolution in analysis and interpretation of pressure 

transient data. The flow of the research methodology could be illustrated in Figure 3.1 as 

shown below. 
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Figure 3.1: Flow chart on research methodology. 
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3.2 Project Gantt Charts 

 

 

Figure 3.2: FYP 1 Gantt chart. 

 

 

Figure 3.3: FYP 2 Gantt chart. 
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3.3 Software 

Throughout this research, to conduct the sensitivity study on the recent robust 

deconvolution method including the effects of the algorithmic parameters (including error 

levels in pressure and rate data, and the curvature constraint value) as well as the initial 

pressure on the deconvolved responses; two software are being used which are one source 

code specific used for the deconvolution method which developed by Pimonov et al. 

(2010) and Weatherford PanSystem Well Test software. 

 

3.1.1 Pimonov et al. (2010) codes 

Pimonov et al. (2010) codes is developed by Pimonov et al. for the deconvolution method 

where it treats deconvolution as a nonlinear regression problem based on a Total Weighted 

Least Square (TWLS) objective function and also it gives the user option to perform the 

pressure-rate deconvolution. The objective function in Pimonov et al. deconvolution 

algorithm is defined by 

,ଵݖ൫ܧ … , ,ேݖ ଵݍ
௨, … , ே௤ݍ

௨ , ௢൯݌ ൌ
ଵ

ଶ
∑ ௣,௜ݓ

ଶே೛
௜ୀଵ ൬

௣೚ି௣೔ି∆௣೘೚೏೐೗൫௧೔,௭భ,…,௭ಿ,௤భ
ೠ,…,௤ಿ೜

ೠ ൯

ఙ೛
൰
ଶ

൅

ଵ

ଶ
∑ ௤,௝ݓ

ଶே೜
௝ୀଵ ൬

௤ೕି௤ೕ
ೠ

ఙ೜
൰
ଶ

൅
ଵ

ଶ
∑ ቀ

఑ೖሺ௭భ,…,௭ಿሻ

ఙ೎
ቁ
ଶ

ேିଵ
௞ୀଵ       (3.1) 

 

3.1.2 Weatherford PanSystem 

In this research, version 3.5 of Weatherford PanSystem is being used. The Deconvolution 

module in PanSystem is based on work done at Imperial College, London, using the Total 

Least-Squares (TLS) method which introduced by von Schroeter et al., (2004). The user 

has control over the smoothness and rate optimization aspects of the process, and can 

therefore make repeated runs until satisfied with the results. The objective function 

implemented in the von Schroeter et al. deconvolution algorithm is defined by 

,௢݌ሺܧ ,ࢠ ሻ࢟ ൌ ࢋ௢݌‖ െ ௠࢖ െ ଶ‖࢟ሻࢠሺ࡯
ଶ ൅ ࢟‖߭ െ ଶ‖࢓ࢗ

ଶ ൅ ࢠࡰ‖ߣ െ ଶ‖࢑
ଶ  (3.2) 
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Chapter 4 

Results and Discussion 

 

4.1 Sensitivity Study Using Simulated Data 

To test the proposed recent robust deconvolution algorithm (Pimonov et al.), two synthetic 

(simulated) test examples are considered. The examples are defined as follows: 

 A simulated well test example of the Pimonov et al. (2010) where by taking 

consideration of different number of nodes is modeled for the deconvolved 

pressure response by using Pimonov et al. codes. 

 A simulated well test example by using Weatherford PanSystem Well Test 

Analysis Software which implemented the Total Least Square (TLS) method; is 

modeled for deconvolved pressure response by taking consideration of different 

number of nodes and optimization of flow rates. 

 

4.1.1 Synthetic Example 1 

This is a well test performed on an oil well which the total test duration is 350 hours. The 

well/reservoir model is a fully penetrating vertical well in a closed rectangular reservoir 

with all boundaries being no-flow. The reservoir is 4000 ft. long and 1500 ft. wide as 

shown in Figure 4.1. Pressure and rate data for this simulated test example are shown in 

Figure 4.1 and Figure 4.2, respectively. The test data include three pressure drawdown 

periods and single pressure buildup period. In this synthetic example, the pressure and 

rate data are free of errors. Using the rate data and only the pressure data pertaining to 

only the buildup portion were used to reconstruct the unit-rate drawdown response. Nine 

different values of the number of nodes for deconvolution, from 20 nodes up to 100 nodes 

were used to reconstruct the unit-rate response and to investigate whether the unit-rate 
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response show sensitivity to the number of nodes used in deconvolution. The input 

parameters are given in Table 4.1. 

 

The number of nodes used in the deconvolution can affect the quality of the 

deconvolved derivative in terms of coarseness. Therefore, the objective here is to test the 

performance of Pimonov et al. algorithm for this in consistent data set.  

Figure 4.1: Reservoir/well configuration for synthetic example. 

 

Figure 4.2: Pressure data for Synthetic Example 1 
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Figure 4.3: Rate data for the Synthetic Example 1 

 

TABLE 4.1 – INPUT PARAMETERS FOR SYNTHETIC 

EXAMPLE 1 AND EXAMPLE 2 

∅, fraction 0.10 

 ft 30 ,ࢎ

.psi-1 ૚ ,࢚ࢉ ૙ ൈ ૚૙ି૞ 

 cp 1.0 ,ࣆ

 ft 0.25 ,࢝࢘

S, dimensionless 1.0 

 psi 5000 ,࢏࢖
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Figure 4.4 present the comparisons of results of deconvolution obtained by using 

the buildup pressure data sets by processing with different number of nodes which begin 

with the 20, 30, 40, 50, 60, 70, 80, 90 and 100 number of nodes. For each number of nodes 

investigated, the flow rates and initial pressure are fixed. The recommended default values 

of the other required parameters for the Pimonov et al. algorithm is used.  

 

Based on the Figure 4.4, each number of nodes gives almost identical results for the ࢛࢖ሺ࢚ሻ 

function and its natural logarithmic derivative for the buildup period. By comparing the 

deconvolved pressure response result generated by the Pimonov et al. algorithm with the 

true test pressure model, the optimum number of nodes for the Pimonov et al. algorithm 

could be concluded as 40 nodes. At this stage, by using 40 number of nodes, this 

deconvolution algorithm could generate the deconvolved pressure response which 

approximately identical with pressure response model and this is present in Figure 4.5. 

 

Besides, these results verify that the Pimonov et al. algorithm can be applied to 

individual flow periods and this algorithm could be used on inconsistent data sets for 

which the initial reservoir pressure and flow rates are exactly known. 
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Figure 4.4: The pressure responses obtained by deconvolution of the buildup 

period; Synthetic Example 1. 

 

Figure 4.5: Comparison between true and 40 nodes of Pimonov et al. models. 
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4.1.2 Synthetic Example 2 

For this synthetic example, the same pressure and rate test data for Synthetic Example 1 

will be used where the test data are free from errors. In this investigation, we also consider 

pressure data only for build portion. Besides, the investigation is conducted by using 

Weatherford PanSystem version 3.5 where its deconvolution algorithm is based on the 

Total Least Square (TLS) method which is introduced by von Schroeter et al. (2004) and 

five different number of nodes begin with 15, 25, 40, 60 and 70 number of nodes are used 

throughout the investigation. 

 

 Regularization is used in this test by taking a constant value of ࣅ throughout the 

test (ࣅ ൌ ૟. ૙ૡૠૡ૞ ൈ ૚૙૞) where this regularization parameter acts as the derivative 

smoothness term in the TLS method. Also, in this synthetic example, two tests are 

conducted to investigate the effect of number of nodes towards the deconvolved pressure 

response by optimization and de-optimization of the flow rates. Flow rates optimization 

contains the weighting value of ࣏ for the optimization of the rate term in the TLS method. 

For the first test, flow rates are not be optimized by set the value of ࣏ ൌ ૙ and the flow 

rates will not be modified. For the second test, the flow rates is optimized by set the value 

of ࣏ ൌ ૛. ૠ૙૞ૠ ൈ ૚૙ି૚. 

 

 Figure 4.6 and Figure 4.7 present of the results of deconvolution obtained from 

the different number of nodes (from 15 to 70) for the pressure build up data set by 

processing them separately with the optimized and non-optimized flow rates option. For 

each number of nodes investigation, initial pressure is fixed and the recommended default 

values of the required parameters for the von Schroeter et al. algorithm are used. 
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Both figure shown that the optimize flow rates give almost identical result for the 

 ሻ function and its natural logarithmic derivative for the buildup period but the number࢚ሺ࢛࢖

of nodes do affect the deconvolution results which the lowest number of nodes (15 nodes) 

give low quality and coarse pressure response signal.  As mentioned earlier, the number 

of nodes affect the quality of the deconvolved derivative in terms of smoothness; 

therefore, the higher number of nodes will give the good quality of deconvolved derivative 

and in this example, the optimum number of nodes of the von Schroeter et al. algorithm 

implemented in Weatherford PanSystem is 70.  

 

 

Figure 4.6: The pressure responses obtained by deconvolution of the buildup 

period without optimize flow rates; Synthetic Example 2 
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Figure 4.7: The pressure responses obtained by deconvolution of the buildup 

period with optimize flow rates; Synthetic Example 2 

 

By comparing the deconvolved pressure response result generated by the 

Weatherford PanSystem with the true test pressure model, the optimum number of nodes 

of 70 still insufficient to consider as approximately identical compared to the Pimonov et 

al. codes which has optimum number of nodes of 40 and this could be presented in Figure 

4.8. Although Weatherford PanSystem do give slightly low quality of deconvolved 

derivative results compared to Pimonov et al. codes, the results from the synthetic 

example 2 verify that the Weatherford PanSystem can be applied to individual flow 

periods and the von Schroeter et al. algorithm implemented in Weatherford Pansystem 

could be used on inconsistent data sets for which the initial reservoir pressure and flow 

rates are exactly known. 
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Figure 4.8:      Comparison between true and 40 nodes of Weatherford PanSystem 
models. 
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4.1.3 Synthetic Example 3 

This synthetic example is presents the investigation on the effects of the error efficiency 

level (ߟ௣ and ߟ௤)  towards the deconvolved response and compared with the true 

deconvolved response. The true pressure and rate data used is consists of two buildup 

periods and two drawdown periods as illustrated in Figure 4.9 and Figure 4.10.  In this 

example, a fractured vertical well with infinite conductivity and rectangular closed system 

boundaries with dimensions of 4000 ft. long and 2000 ft. wide could be presented by 

Figure 4.11. The reservoir input parameters are given in Table 4.2. 

 

 

Figure 4.9: Pressure data for Synthetic Example 3 
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Figure 4.10: Rate data for Synthetic Example 3 

 

 

Figure 4.11: Reservoir geometry for Synthetic Example 3 
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TABLE 4.2 – INPUT PARAMETERS FOR SYNTHETIC EXAMPLE 3 

∅, fraction 0.20 

 ft 35 ,ࢎ

psi-1 1.0 ,࢚ࢉ ൈ 10ିହ 

 cp 0.5 ,ࣆ

 ft 0.3 ,࢝࢘

 bbl/psi ,࢝࡯ 0.001 

 dimensionless 1.0 ,ࡿ

 ft 300 ,ࢌࡸ

 psi 5000 ,࢏࢖

 md 10 ,࢑

 RB/STB 1 ,࢕࡮

 

Figure 4.9 and figure 4.10 present the true pressure and flow rate data run for 300 hours 

duration. For this example, the true data (pressure and flow rate) is corrupted by 

introducing specific level of noise in the data which known as error level efficiency (ߟ௣ 

and ߟ௤). There are five cases with different error level efficiency is investigated as 

tabulated in Table 4.3 and for this example, the test is run by using whole periods of data 

for deconvolution.  

 

Initially, a 1 % of error level efficiency is introduced for pressure and flow rate with zero 

mean and standard deviation of 5.0595 psi and 11.1803 B/D is added to pressure and rate 

data respectively to corrupt the data. The pressure and flow rate data which containing 

noise is illustrated in Figure 4.12 and Figure 4.13 respectively. The error efficiency level 

has significant relationship with the pressure and flow rate data as well as the standard 

deviation (error level which represents by ߪ௣, ߪ௤, and ߪ௖). Besides, the relationship 
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between pressure and rate error efficiency and error levels (ߪ௣ and ߪ௤) is investigated 

respectively based on the following equations (von Schroeter et al., 2002; 2004): 

௣ߪ ൌ
ଶ‖࢖∆‖௣ߟ
ܯ√

 

 

௤ߪ ൌ
ଶ‖ࢗ‖௤ߟ
√ܰ

 

 

The curvature constraint, ߪ௖ value is set as constant at the value of 0.05 throughout the 

test.  

 

Table 4.3: Deconvolution parameters used for the synthetic example 3 

(Pimonov et al. algorithm) 

Case ߟ௣ 

(percentage) 

 ௤ߟ

(percentage)

 ௣ߪ

(psi) 

 ௤ߪ

(B/D) 

 ௖ߪ

(unitless) 

Case 1 1.00 1.00 5.0595 11.1803 0.05

Case 2 1.00 10.00 5.0595 111.8034 0.05

Case 3 5.00 10.00 25.2977 111.8034 0.05

Case 4 5.00 15.00 25.2977 167.7051 0.05

Case 5 5.00 20.00 25.2977 223.6068 0.05

 

 

Pimonov et al. (2009b) algorithm is applied in this example to process the pressure data 

for the whole test sequence in one pass with the initial pressure of 5000 psi. For the first 

task, Pimonov et al. algorithm is used to process the whole five cases with different values 

of error level and compared with the true pressure response. Figure 4.14 presents the true 

pressure unit response and true pressure logarithmic derivative curve. 
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Figure 4.12: True pressure history and corrupted pressure history (contains 

noise) 

 

Figure 4.13: True flow rate history and corrupted flow rate history (contains 

noise) 



26 
 

 

 

Figure 4.14: True pressure unit response and its derivatives 

 

Based on figure 4.14 above, in early time region of this fractured vertical well with infinite 

conductivity, true pressure response derivative shows a smooth fluctuation movement 

from 0.001 to 0.1 hours, perhaps this is due to the wellbore storage effect or dynamics of 

fluid movement in the wellbore during which measurement uncertainties are high and also 

skin effect is taking into consideration. Starting on 0.1 to 10 hours the reservoir is having 

fractured linear flow towards the wellbore and this is interpreted based on the ½ slope of 

the pressure derivative slope. A transition from fractured linear flow to late radial flow 

could be seen at the late time region from 10 to 100 hours and at 100 hours onwards, the 

flow has reach reservoir boundary and having reservoir boundary effect where this 

indicates by 1 unit slope.  
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The comparison between five proposed cases with the true pressure response is shown in 

the Figure 4.15 where all the cases are smooth approximately match the true response and 

the only constraint is the signal fluctuations are seen in the early time region from 0.001 

to 0.1 hours. At this stage, only pressure unit response from Case 1 and Case 2 is 

approximately match the true unit response, perhaps this is due to the presence of low 

error level (noise) in the data. Besides, other cases (Case 3, 4 and 5) deviated from the 

true unit response in the early time region and mismatch the true unit response but all the 

pressure unit response generated from each cases successfully to match approximately the 

true unit response starting from 1 hours onwards. 

 

Figure 4.15: Comparison of deconvolution responses and derivatives with true and 

five different cases of parameters given in Table 4.3 for synthetic example 3. 
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The reason of fluctuation in the early time region may because of the presence of error 

level (ߪ௣ and ߪ௤) in the pressure and rate data where leads to the poor approximation of a 

reservoir model which having wellbore storage and skin effects. Based on this comparison 

study, Pimonov et al. algorithm could generate a good unit response signal for pressure 

and rate data from the field but at a certain level of noise. In this study showing that the 

best percentage of error that could be handle by Pimonov et al. algorithm to receive a 

better output is 1 and 10 % of error in pressure and error data respectively and this could 

be presented by Case 1 and Case 2.  

 

Further study is conducted for this synthetic example 3 is to apply the von Schroeter et al. 

deconvolution algorithm which implemented in the Weatherford Pan System software to 

process the corrupted data (data with noise) of pressure and rate in the algorithm. The 

same approach is taken as the first task to compute the deconvolution algorithmic 

parameters ߪ௣, ߪ௤, and ߪ௖ by based on the error efficiency percentage. The initial pressure 

is set to 5000 psi and consider 75 uniform logarithmically spaced nodes for the ݖௗ 

response. 

 

Furthermore, the values of the parameters ߭  and ߣ could be related to the average variances 

of pressure, ൫ߪ௣൯
ଶ
 and rate, ൫ߪ௤൯

ଶ
	data, and the curvature constraint,ሺߪ௖ሻଶ	by the 

following equations (Onur et al., 2008): 

߭ ൌ
ఙ೛మ

ఙ೜
మ   

ߣ ൌ
௣ଶߪ

௖ଶߪ
 

Using the above equations, and fixed value of ߪ௖ଶ ൌ 0.0025, the values of the parameters 

߭ and ߣ for each error efficiency percentage could be computed and tabulated in Table 

4.4. 
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Table 4.4: Deconvolution parameters used for the synthetic example 3 (von 

Schroeter et al. algorithm) 

Case ߟ௣ 

(percentage) 

 ௤ߟ

(percentage)

߭ 

(psi D/B) 

 ߣ

(psi2) 

 ௣ଶߪ

(psi2) 

 ௤ଶߪ

((B/D)2)

 ௖ଶߪ

(unitless)

Case 1 1.00 1.00 0.2048 10239.59 25.5990 125 0.0025

Case 2 1.00 10.00 0.0020 10239.59 25.5990 12500 0.0025

Case 3 5.00 10.00 0.0512 255989.7 639.9744 12500 0.0025

Case 4 5.00 15.00 0.0228 255989.7 639.9744 28125 0.0025

Case 5 5.00 20.00 0.0128 255989.7 639.9744 50000 0.0025

 

 

In this task, full test sequence is being processed by using von Schroeter et al. (2004) 

algorithm which implemented in the Weatherford Pan System software with the initial 

pressure of 5000 psi and the results of the deconvolution obtained based on deconvolution 

parameters in Table 4.4 is illustrated in Figure 4.16. 

 

As shown in Figure 4.16, the von Schroeter et al. algorithm is less tolerant with noise level 

in the pressure and rate data which leads the deconvolved response from each cases is 

fluctuates rigorously especially in the early time region. The fluctuation problem which 

occurs in the early time region (also experienced by Pimonov et al. algorithm) perhaps 

due to the wellbore storage and skin effects; also with noisy data, von Schroeter et al. 

algorithm could not generate a smooth pressure unit response for identification of 

reservoir model. Besides, the rigorous fluctuation of unit response signals disturb the 

analysis and interpretation of flow regime in the reservoir either in the early, middle or 

late time region.  
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Figure 4.16: Comparison of deconvolution responses and derivatives with true 

and five different cases of parameters given in Table 4.4 for synthetic example 3. 

 

Based on this study, again Case 1 and Case 2 could be considered as the best result 

compared to the other cases because the unit response signals generated from these two 

cases are approximately match the true pressure response even the signals are fluctuate. 

For von Schroeter et al. algorithm, in order to obtain a good deconvolved response as an 

output, the maximum error percentage in the pressure and rate data need to be set at 1 and 

10 % respectively. If error percentage in the pressure and rate data exceed these two 

values, a bad output will be obtained with deconvolved response fluctuates severely. 

 

By comparing the deconvolved response given by Pimonov et al. and von Schroeter et al. 

algorithms, Pimonov et al. algorithm is given more promising output for analysis and 

identification of reservoir model even with higher percentage of error efficiency. As 
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shown in Figure 4.16, all the five cases responses and derivatives’ behave differently and 

more fluctuates especially in the early time region for von Schroeter et al. algorithm 

compared to the Pimonov et al. algorithm as shown in Figure 4.15. Based on analysis of 

both algorithms, it is shows that both algorithms (Pimonov et al. and von Schroeter et al.) 

have certain level of acceptable value for error level efficiency in pressure – rate data and 

the most promising algorithm and also error tolerant is the Pimonov et al. algorithm. 
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4.1.4   Synthetic Example 4 

In this synthetic example, a deconvolution example is presents from an infinite 

conductivity vertical fractured well in a rectangular closed system boundaries (no-flow) 

reservoir with a dimension of 2000 ft. ൈ 2000ft. as shown in the figure below. Besides, 

the formation and fluid properties data are tabulated in Table 4.5. 

 

Figure 4.17: Reservoir Geometry for Synthetic Example 4 

 

Figure 4.18 and 4.19 presents the pressure and flow rate data for this example and its 

duration is 450 hours. For this example, there are two drawdown and single buildup 

period, and for the deconvolution study, three cases will be presented by based on the 

whole period, buildup period and last drawdown period of pressure and flow rate data 

respectively. A random noise with zero mean and standard deviation of 10 B/D (ߪ௤ሻ is 

added to the flow-rate data, as can be observed in Figure 4.19 where this is about 1 % 

error efficiency in the rate data. Also, a random noise with zero mean and standard 
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deviation of 0.01 psi (ߪ௣ሻ is added to the pressure data and can be observed in figure 4.18 

where this value noise is attainable today. 

 

TABLE 4.5 – INPUT PARAMETERS FOR SYNTHETIC EXAMPLE 4 

∅, fraction 0.20 

 ft 100 ,ࢎ

psi-1 1.0 ,࢚ࢉ ൈ 10ିହ 

 cp 1 ,ࣆ

 ft 0.354 ,࢝࢘

 bbl/psi 0.54 ,࢝࡯

 dimensionless 1.0 ,ࡿ

 ft 700 ,ࢌࡸ

 psi 5000 ,࢏࢖

 md 100 ,࢑

 RB/STB 1 ,࢕࡮
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Figure 4.18: Pressure data for Synthetic Example 4 
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Figure 4.19:  Flow rate data for Synthetic Example 4 

 

In Figure 4.20 the true deconvolved unit response is shown for the ߪ௣ ൌ 0.01 psi and 

௤ߪ ൌ 10	B/D with initial pressure is set to be 5000 psi. The curvature constraint was set 

to the default value which is ߪ௖ ൌ 0.05 in this deconvolution application. Based on figure 

4.20, the wellbore storage effect is clearly identified in the early time region between 

0.001 to 0.1 hours perhaps this is due to the large wellbore storage value where may 

indicate the wellbore is intersects with one or more induced fractures that extend some 

depth into the reservoir. At about 1 hour, the effect of fault is observable until the 

approximately ¼ slope is identified at the beginning of 5 hours until 100 hours. The ¼ 

slope indicate the well may encountered the bilinear flow where perhaps due to the 

different geological features. At the late time region, about 100 hours, the effect of the 

closed system boundaries is observable and could be identified by 1 unit slope. 
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Figure 4.20:  True deconvolved unit response and its derivative for Synthetic 

Example 4. 

 

4.1.4.1 Case 1 

In this case, pressure-rate data for the whole period sequence is used for the deconvolution 

study to investigate the effect of initial pressure towards deconvolved unit response. The 

true initial pressure of 5000 psi is added with certain percentage of noise (0.02 %, 0.1 % 

and 0.5 % of error) to corrupt the data and three corrupted initial pressure values are 

generated which are 5001 psi, 5005 psi and 5025 psi respectively. Besides, two conditions 

for initial pressure is implied in this study; (1) the study is conducted by assumed the value 
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of initial pressure is known by using the true and corrupted initial pressure values; (2) the 

value of initial pressure is regressed or assumed to be unknown. 

In Figure 4.21, study is conducted by using the true and corrupted initial pressure values. 

From observation, could be identified that the deconvolved response generated based on 

the corrupted initial pressures have experienced signal fluctuations in the early and late 

time region and less successful match the true unit response but the deconvolved response 

generated based on true initial pressure successfully matched the true unit response. The 

fluctuations in the early time region may due to the effect of the noise added into the initial 

pressure data perhaps made it considered as inaccurate and by presence of noise in the 

initial pressure also, influenced the deconvolved response in late time region, thus 

interpretation of reservoir system hardly to be done.  

 

Figure 4.21:  Comparison of deconvolution responses for different known initial 
reservoir pressures (Case 1). 
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The small percentage of error in initial pressure will significantly affects the deconvolved 

response as shown by initial pressure of 5001 psi even only contains 0.02 % of error, the 

deconvolved response generated from this initial pressure could not at least match the 

early time region of the true unit response and produce fluctuations in the early and late 

time region which made the analysis and interpretation of reservoir system could not be 

done. The maximum error percentage in initial pressure which tolerable for deconvolution 

algorithm to generate a good and accurate deconvolved response from the whole period 

sequence could be ranged less than 0.02 % of error.  

 

Next, in Figure 4.22 is shown the deconvolved response generated from the regressed true 

and corrupted initial pressure or the initial pressure values are assumed as unknown. Thus, 

deconvolution algorithm needs to do an estimation on the initial pressure value based on 

the pressure-rate production history data. The value of estimated initial pressure for each 

run is tabulated in Table 4.6. 

 

Figure 4.22:  Comparison of deconvolution responses for different unknown initial 

reservoir pressures (Case 1). 
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Table 4.6: Estimated initial pressure values generated by deconvolution 

algorithm for Case 1. 

Initial Pressure, psi Estimated Initial Pressure, psi 

5000.00 4999.30 

5001.00 4999.30 

5005.00 4999.30 

5025.00 5000.13 

 

 

Based on Figure 4.22 all the deconvolved responses are successfully matched the true unit 

response and no fluctuations experienced in the early and late time region compared to 

the test run done for the known initial pressure values. Besides, the deconvolution 

algorithm is done a good estimation on the initial pressure where all the estimated initial 

pressures are approximately close to the true initial pressure value (5000 psi). The 

deconvolved response generated in this run possibly could be used to analyze and interpret 

the reservoir system. 

 

4.1.4.2 Case 2 

In this case, the same procedure is used as Case 1 to conduct the study on the effect of 

initial pressure on the deconvolved response but in Case 2, only the buildup period is 

taking into consideration. Buildup period could be observed in Figure 4.18 and 4.19 

starting from 150 hours until 300 hours. The comparison of deconvolved response 

between true and different initial pressure unit responses is illustrated in Figure 4.23. 

 

In Figure 4.23, all the deconvolved responses are smoothly matched the true unit response 

until 1hr and at the beginning of late time region, the deconvolved responses start to 

deviate and shifted upwards from the true unit response perhaps this is due to the noise in 
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the initial pressure which lead to the inaccurate identification of reservoir boundary in late 

time region.  

 

Figure 4.23:  Comparison of deconvolution responses for different known initial 

reservoir pressures (Case 2). 

 

Also, by only considered buildup period to generate the deconvolved response, 

deconvolution algorithm could highly tolerate with error percentage presence in the initial 

pressure compared to the Case 1 which consider the whole period sequence of pressure-

rate data. Deconvolved response generated from initial pressure of 5000 psi and 5001 psi 

is approximately matched the true unit response by using buildup period data, thus, this 

could be taken into account that the maximum error percentage which tolerable for 

deconvolution algorithm if only buildup period is taking into consideration, is 0.02 % of 

error. 
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For the study done by using regressed initial pressure data is illustrated in Figure 4.24 and 

the estimated initial pressure values is tabulated in Table 4.7. 

 

Figure 4.24:  Comparison of deconvolution responses for different unknown initial 

reservoir pressures (Case 2). 
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Table 4.7: Estimated initial pressure values generated by deconvolution 

algorithm for Case 2. 

Initial Pressure, psi Estimated Initial Pressure, psi 

5000.00 4983.84 

5001.00 4983.84 

5005.00 4983.84 

5025.00 4983.84 

 

 

The estimated initial pressure generated by deconvolution algorithm by only using 

buildup period pressure-rate data is approximately close to the 5000 psi which is the true 

initial pressure but unfortunately the deconvolved pressure response for all initial pressure 

values could not matched the true unit response in late time region even it is perfectly 

matched in early and middle time region. In late time region could be seen that the 

deconvolved response is deviated and shifted downwards where this behavior of signal is 

telling that the reservoir is having a buildup process and also this proved that, by only 

using buildup period data, it is insufficient to identify the whole reservoir system because 

build up period data less capable to estimate the reservoir boundary behavior compared 

to the whole period sequence data. 

 

4.1.4.3 Case 3 

 In this case, the same procedure is used as Case 1 and Case 2 where to conduct the study 

on the effect of initial pressure on the deconvolved response but in this case, the last 

drawdown period is taking into consideration. The last drawdown period could be 

observed in Figure 4.18 and 4.19 which is run for 150 hours duration starting from 300 

hours until 450 hours. The comparison of deconvolved response between true and 

different initial pressure unit responses is illustrated in Figure 4.25. 
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Based on Figure 4.25, the same behavior of deconvolved responses could be observed as 

in Case 2 where all the initial pressure deconvolved response is smoothly matched the 

early and middle time region but deviation of signal is experienced in late time region 

perhaps this is also due to the noise presence in the initial pressure data and this will lead 

to misinterpretation of reservoir system. In the true unit response, it is shown that the 

reservoir will experience a reservoir boundary effect in late time region by given out a 

signal of 1 unit slope but unfortunately in Figure 4.25, the signal shown ¼ slope which 

could be analyzed as bilinear flow and the reservoir did not experience the boundary 

effect. From the study conducted, if only last drawdown period of pressure-rate data is 

used, the best deconvolved responses could be generated by having a maximum 

percentage of error in initial pressure of less than 0.02 %. 

 

In Figure 4.26, it is shown the comparison of deconvolution responses for different 

unknown initial pressure or regressed initial pressure. Besides, Table 4.8 is the tabulated 

data for estimated initial pressure value done by the deconvolution algorithm. As in the 

previous cases, the estimated initial pressure generated by deconvolution algorithm is 

approximately close towards the real initial pressure and the estimation is done based on 

the pressure-rate production history data. 
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Figure 4.25:  Comparison of deconvolution responses for different known initial 

reservoir pressures (Case 3). 
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Figure 4.26:  Comparison of deconvolution responses for different unknown initial 

reservoir pressures (Case 3). 

 

Table 4.8: Estimated initial pressure values generated by deconvolution 

algorithm for Case 3. 

Initial Pressure, psi Estimated Initial Pressure, psi 

5000.00 4999.79 

5001.00 5000.28 

5005.00 5001.67 

5025.00 5016.34 
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In Figure 4.26, the result of deconvolved responses is almost identical with the 

deconvolved responses generated by using known initial pressure as shown in Figure 4.25. 

The signals are shifted upwards by given ¼ slope in late time region and totally deviated 

from the true unit response which represents late time region by 1 unit slope. This signal 

deviation will lead to the misinterpretation of reservoir system and reservoir boundary. 

 

Based on the three cases, could be conclude that the value of initial pressure do 

significantly affect the deconvolved response and there is certain level of maximum error 

in the initial pressure which could be tolerable for deconvolution algorithm. In the real 

application, incorrect or inaccurate initial pressure data will generate an incorrect 

deconvolved response and analysis of reservoir system also may lead to be inaccurate. 

Although, fortunately the recent robust deconvolution algorithm has an ability to forecast 

or estimate the initial pressure data based on the pressure-rate production history and this 

ability also in the same time could correct the inaccurate initial pressure. 
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Chapter 5 
Conclusions and Recommendations 
 

The objective of this research is to study the effects of the algorithmic parameters 

(including error levels in pressure and rate data, and the curvature constraint value) as 

well as the initial pressure on the deconvolved responses by using the recent robust 

deconvolution algorithm of Pimonov et al. and/or the ones implemented in Weatherford 

PanSystem Test Software and to test the proposed deconvolution algorithm for the 

effectiveness and efficiency. 

 

 Based on the basis of this work, from the sensitivity study of the number of nodes 

could conclude that the number of nodes can affect the deconvolved pressure response 

results in terms of the quality and coarseness. Besides, the regularization parameter as 

investigated in Synthetic Example 2 do effect on the derivative smoothness term when 

the TLS method is used in the deconvolution algorithm. The optimization of flow rates 

which modified the flow rates during the deconvolution process does not significantly 

affecting the deconvolved derivative results because it just adding the weighting value for 

the optimization of the rate term in the TLS method. 

 

In Synthetic Example 3, the investigation of relationship between error efficiency 

percentages with deconvolved response for each of recent robust deconvolution 

algorithms (von Schroeter et al. and Pimonov et al.) shown that percentage of error 

efficiency do effect the deconvolved response and each algorithms have its own 

percentage of error tolerant. Based on this Example 3, Pimonov et al. shown their 

algorithm is more tolerant towards noisy data compared to von Schroeter et al. algorithm, 

and provide a promising deconvolved response to identify the reservoir model and its flow 

regimes. 
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Besides, from sensitivity study done in Synthetic Example 4, the initial pressure 

is do significantly affect the deconvolution response and deconvolved derivative 

response. A presence of small percentage of error in the initial pressure data or by provide 

inaccurate initial pressure data as an input will generate a unreliable deconvolved response 

where open the chances for misinterpretation and wrong analysis of reservoir system. As 

an alternative for the inaccurate or unknown initial reservoir pressure data, the recent 

robust deconvolution algorithm is equipped with a ‘remedy’ where it could correct and 

estimate the initial reservoir pressure data based on the pressure-rate production history 

data. 

 

 From both synthetic examples, Pimonov et al. algorithm shows the reliability and 

robustness in generating the high quality deconvolved derivative results which almost 

identical to the true pressure response model compared to the algorithm implemented in 

the Weatherford PanSystem. In the future, this sensitivity study of the algorithmic 

parameters (including error levels in pressure and rate data, and the curvature constraint 

value) as well as the initial pressure on the deconvolved responses by using the recent 

robust deconvolution algorithm could be used as a base to ensure the robustness of the 

algorithm and to improve the effectiveness and efficiency of deconvolution algorithm. 
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