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ABSTRACT 

This proposal presents an autonomous color tracking mobile robot with 

obstacle avoidance. The robot detects the object color through CMUcam2. 

CMUcam2 is a camera which comes with an onboard image processing capabilities 

and can be interfaced directly to microcontroller. The robot follows the object 

according to the algorithm that had been programmed. The heart of the system is 

Raspberry Pi. Raspberry Pi is a credit-card sized computer that is powered by 

ARM11. This device runs on Linux OS and can be programmed to do specific 

functions. It supports many environments such C, Python and many more. The 

interfacing between the CMUcam2 and Raspberry Pi is performed through serial 

communication. The robot is programmed with Linux as the OS and C language to 

do the algorithm. In this project, a simple image processing technique is employed to 

process the image. The robot should be able to detect a specific color and follow it.  

Experiments are conducted in order to be familiar with the tools used in this 

project. This involves experimenting with the Raspberry Pi and CMUcam2. A simple 

interfacing and calibration are performed in order to gain a better understanding on 

the tools used. For the Raspberry Pi, it is interfaced together with Pi Face. A simple 

programming is done using python and the output is observed. Meanwhile, for the 

CMUcam2, it is interfaced to the PC and basic calibration is done before taking the 

picture.  Once the individual calibration is successful, both the device are interfaced 

together to perform the desired function. 
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CHAPTER 1  

PROJECT BACKGROUND 
 

1.1 Background study 
 

In today’s world robot are used not only in industry but in our daily lives as well. 

Robotics is becoming more and more important because it makes the human life 

easier. Robotics is mainly used for military, medical and educational purposes [1]. In 

education level robotics are used to help student to learn about electronic and 

mechanical concept. 

In the old days the robot are very big in size and takes lot of space, but now it is 

very small and becoming mobile. Mobile robots are easier to move and can go to the 

places where it is impossible for human to go. One of the examples is the robot that 

was send to the moon known as Lunar. Mobile robots are usually autonomous. 

Mobile robot sense the outside world with its sensor. Previously the type of sensors 

used is most likely mechanical and electronic sensors such as tactile switch, motion 

sensor and temperature sensor. This makes the mobile robot to be smart, but not 

smart enough to recognize the surroundings. Researches integrate image processing 

to mobile robots which makes it to become smarter. The robot can have a better 

sense and the decision made by using image is much more accurate in comparison to 

the input from passive sensor.  

This project is built upon Raspberry Pi and CMUcam as the core of the robot. 

Raspberry Pi is the newly developed device. It is a powerful device, whereby it can 

run an OS on the board itself. This device is cheap considering the function it offers 

to user. Moreover it can be programmed to do a specific function. CMUcam is a 

camera which comes with a processor on its board. This device is powerful that, it 

can do basic image processing by itself, without requiring additional circuitry. By 

sending certain command this can be achieved. Also it can be interface to other 

controller such as microcontroller through serial communication. On the other side 

there are some constraints in using the Raspberry Pi. The operating voltage of 
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Raspberry Pi is 3.3v, hence there will be some difficulties to control motors such DC 

motor or servo motor. Moreover a special kind of connector is required to interface 

with any other devices. And lastly in order to program it, it requires having a 

monitor, keyboard and mouse.  

This robot can be a good learning tool to study robotics since it involves lots of 

engineering knowledge such programming, image processing and electronic. And 

also it can be further developed to do a specific task such for firefighting and much 

other application. 

 

1.2 Problem Statement 
 

 In developing this project, there are few grey areas that need to be overcome. 

The first problem is to make the robot to work as close as to real-time. Since there is 

image processing involved, there may be some delay in the decision making of the 

robot. There a lot of image processing available. A good method should be 

implemented in order to ensure that the image processing does not take much time 

and it is able to work in RTOS. The method chosen should be able to detect the color 

of object. As this is the main objective of the robot. 

The second obstacle is programming the Raspberry Pi. This is because the 

Raspberry Pi is still new and not many people have tried to interface it with other 

devices, in this case to interface the Raspberry Pi with CMUcam. Theoretically, the 

interfacing is performed through serial communication and the CMUcam should 

respond to the command send by Raspberry Pi.  

 The other obstacle is to choose a good platform for the mobile robot. The 

platform needs not to be too big or too small. It should be just nice to hold all the 

necessary devices and can maneuver smoothly. Choosing a bad platform will end up 

in mobile robot that cant maneuver as supposed. Moreover the type of material used 

to build the chassis of the robot is also important.  

  Most importantly, the cost of this robot should be low compared to the 

available robot in the market that offers the same functionality.  
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1.3 Objective 
 

The objective of this project is to build a low-cost small mobile robot based on 

Raspberry Pi and CMUcam2. There are two main function of this robot. First it can 

detect red color object and follow that object. The second is it can avoid obstacles, 

while following the object. 

 

1.4 Scope of Study 
  

This project focuses mainly in detecting object color and track the object. 

This includes 

• Analyze the image frame and extract the object 

• Filtering the image  

• Response toward the obstacle detected 

• Algorithm to combine object color detection and obstacle detection 
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CHAPTER 2  

LITERATURE REVIEW 
 

2.1 Image processing on Robot  
 

 Mobile robots are widely used in a lot of field this includes military, medical, 

space missions and many more. Vision gives rich information to the mobile robot of 

the outside world that helps the robot to detect color, object and other properties [2, 

3]. There are a lot of cameras that can be used as a vision for mobile robots. One of 

them is the CMUcam[4].  

 The vision system of a robotic is used to do a specific function such as to 

follow line, to detect object, for navigation and many more [2, 5, 6]. In each of the 

research a specific technique is chosen to process the image. The image will be 

processed to extract the required data [7]. There are a lot of image processing 

methods available to process the image taken such as Unscented Kalman Filter and 

Gaussian [3, 6]. In one of the research conducted on line following using vision, a 

method called Lane Boundary Pixel Extractor (LBPE) and Hough Transform[[2]] 

were used in coordinating the image to the frame and translate it to the robotic 

coordinates using photogrammetric techniques.  

 The other method used in mobile robots is YCbCr, which is commonly used 

in color space. It detect the object by the obtaining the threshold of a certain color. 

The other method that is commonly used is the segmentation method [5]. In this 

project, a simple method has been employed for detect the object color by using the 

built-in function of CMUcam, which is screen through all the pixel of image and get 

the proper pixel value. Once it is obtained the robot then can follow that object, and 

at the same time doing the screening of the image.      

2.2 Real-Time Operating System (RTOS)  
 

 In the old day’s real time system were meant for critical application only. As 

the technology progresses and with the invention of mobile phones, PDA’s and other 

  Page 7  
  



 
 

handheld devices the RTOS become more important. All this devices are driven by 

RTOS [8]. RTOS are used largely in embedded system.  

 There are a lot of different types of RTOS available. Some of the famously 

used RTOS is VxWorks, Windows CE and QNX. One of the well-known RTOS is 

Linux, which is a general purpose operating system [9]. Some of the other available 

RTOSes are µITRON, EmbOS, XMK OS, µTKernel, Echidna, KeilOS, µC-OSII, 

FreeRTOS, Salvo, Erika, SharcOS, TinyOS, Hartik and PortOS.  All most all of the 

RTOS can be programmed in C language. Each of this RTOS holds different 

characteristics in terms of system management, Interrupt management, memory 

management and many more [10]. In ref [10] they compared all the available 

RTOSes, and found that each of the RTOS have their own advantages and 

disadvantages. For instance uC-OSII has lower code size(ROM) compared to 

uTKernel but it has higher capacity in Data size (RAM).  

 Linux are commonly used in most of the RTOS especially in embedded 

operating system. Due to its uniqueness it has become the world second most used 

operating system. The advantage of Linux is that it is open source and has a lot of 

software resources, and supports multithread, user, and process. Moreover it offers 

great portability, functions and stability [11]. Hence this makes Linux to stand out 

among the other OS. The reason to choose Linux OS is because it is capable to 

manage the processing and work in real-time.   

2.3 Decision Making Techniques  
 

 The decision making is an important task in mobile robots. The decision 

which is an output should be able to solve the problem that the mobile robot faced. 

One of the techniques is the Landmark-based localization techniques [11]. The other 

decision making techniques are by using by probabilistic mathematical model. This 

includes Markov and Monte Carlo technique [11]. The other technique is known as 

novelty detection [12]. In this technique, the robot detects and responds to something 

that it is not supposed to respond to.   The other method is by classification. In 

reference [13] classification techniques was used to detect object. The output of 

classification technique depends on the data that was presented to it. 
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CHAPTER 3  

METHODOLOGY 

3.1 Research Methodology and Project Activities 
 

 
 

Figure 1 Project Flow 
 
 
The project flow is as shown in the figure above. It involves five processes. Each of 

this process is crucial in order to ensure that the mobile robot can work in real-time 

system.  The first process is to interface Raspberry Pi with CMUcam2 through serial 

communication. Once the interfacing is successful, the next process is to programme 

the Raspberry Pi with image process module and decision making. The third process 

is to test the system on-monitor. In this test, the system will be calibrated and tested 

at different condition of lighting and the response of the system is recorded. In the 

fourth process, necessary modification is performed based on the data collected in 

the previous process. And finally the robot is tested in real-time environment. 

Interfacing CMUcam2 
with Raspberry PI 

Programming The Image 
Process Module and 

Decision Making 

Testing The System On 
Monitor(indoor testing-

functional  testing) 

Makig  Necessary 
Modification To Meet 

Real-Time Performance 

Testing The Robot On 
Real Environment(outdor 
testing -validation testing) 
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The method used to track the object is first by capturing the image and 

transmit it to Raspberry Pi (Microprocessor). This is performed by sending certain 

commands to CMUcam2 to capture image. Once the image is obtained, it is 

processed and analyzed to see if the color of the object matches the color of what had 

been programmed. If yes, then the center of the image is obtained for tracking. 

Basically, the area that the object could be is first selected and the color of that zone 

is obtained once the object is found within the zone. The CMUcam sends the 

centered of the object found in x and y coordinates [14]. Then the Raspberry Pi will 

send signals to the servo motor to move towards the object. The mobile robot will 

maneuver by following the object detected. 

 

Take image of the 
object 

Identify the color(value) 
of the Object 

Find the center of the 
object 

Mobile robot follow the 
object 

Identify the color(value) 
of the Object 

Figure 2 Image Detection Flow 
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3.2 Experimental Procedures/Approach 
 

 

Figure 3  Project Activity 

 

The project flow begins with the detection of image and also obstacle detection. 

Once the data is obtained, it is send to Raspberry Pi to process the data. The 

Raspberry will then send command to motor either to make one of the six movement. 

There is few experimental procedures involved in this project. First is programming 

the Raspberry Pi, followed by testing the CMUcam under different condition of 

lightning and different contrast and lastly interfacing the devices 

 

3.2.1 Programming Raspberry Pi 
 

Firstly, Raspberry Pi needs to be programmed in order to be able to interface with 

CMUcam or other devices. Ample of time need to be spend in testing the device and 

do simple task to get familiarize with embedded OS programming. The 

programming is performed in Linux OS environment using C language. All the 

algorithms of the robot is programmed in C. Moreover this device is considered still 

new in the market, hence will require extensive test on the board in order to ensure 

that it is really suitable to be used in this project. 

CMUcam Obstacle 
Detection Module 

Raspberry Pi 

Motor Drive 
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3.2.2 CMUcam2 
 

CMUcam2 have various built in functions. Each of the functions needs to be tested 

separately before interface with Raspberry PI. This is because images taken under 

good lightning and poor lightning will not be the same. Hence obtaining the image 

data under different lightning conditions will be helpful when it comes to do the 

algorithm to detect the color of the object. Another thing is the different of contrast 

of the color. This is because an object that is observed under sunlight and under a 

fluorescent lamp will definitely will have differences.  

 

3.2.3 Mobil robot movement 
 

The movement of the robot is about how the robot will respond to the image and 

obstacle detected by the robot. The robot will need to decide either to move forward, 

backward, left or right depend on the object that is being tracked. An algorithm 

should be created to ensure that the mobile robot is able to move according to the 

object movement. Together with object color detection the robot will also be able to 

detect obstacles. Altogether there are 6 movements which are forward, backward, 

left, right, slightly left and slightly right. 

 

3.2.3 Interfacing 
 

All the system will be integrated together to perform the specific task. Need to 

ensure the system works as it supposed after the interfacing. Usually all the devices 

can work when tested separately, but when interfaced together, some problems may 

arise. Need to come up with plans to mitigate the problems. 
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3.3 Key Milestones 
 

Several key milestones for this research project must be achieved in order to meet the 

objective of this project. It begins from identifying the problem statement and objective 

of the project. The second milestone is gather information related to this project from 

various sources. Based on the information collected, a system is designed with a few test 

cases. Once the system is in place, it is tested to get the accuracy of detecting and 

movement of robot in different environmental condition. And finally all the research and 

works performed is documented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Problem Statement and Objective of the project 

Identifying the purpose of this research project 

Literature Review 

Gathering as much information as possible from various sources such 
as journals and websites 

System Design 

Design the system module and the test cases 

System testing 

Test the working of the system to get the accuracy of detecting and the 
movement of robot in different environmental condition 

 

Documentation and Reporting 

The whole research project will be documented and reported in detail. 
Recommendations or aspects that can be further improved in the 

future will also be discussed.   
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3.4 Gantt Chart 
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CHAPTER 4  

RESULTS & DISCUSSION 
 

4.1 Setting up The Raspberry PI 
 

Raspberry Pi runs on a operating system (OS). To date there are a few OS that are 
available in the market that can be used to run the raspberry pi. These OS has 
advantage and disadvantages one another. To name some of the operating system is 
Pidora, Archlinux, Raspbian, OpenELEC and RiscOS. In this project, Raspbian OS 
is chosen as the OS to work with. The advantage of using the Raspbian is that, it runs 
on Linux platform and based on Debian optimized for the Raspberry Pi hardware.  

The OS need to be installed in a SD Card before it can be used in Raspberry Pi. In 
order to this, a memory card with a minimum size of 4 GB is required. I order to 
format the memory card a software is used which is known as SD Formatter.. The 
figure below shows the GUI of the application and some basic description of the 
software. 

 

 

 

 

Figure 4  SD Formatter Window 
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1) Status – to indicate the status  
i. Blue: They are functional 

ii. No Logo: Interface device is disabled 
iii. Gray – Card is not recognized  

Once the card is formatted, the OS can then be installed. In order to install the OS a 
special software is used which is known as “Fedora Arm Installer”. The screenshot 
of the software is as shown below 

 
 

  

 Once we choose the source (the OS), we can download it to the SD card that 
had been formatted earlier. Once it has successfully downloaded the OS content, the 
window will show “Install Complete”.  

 
 

 

Now the SD Card can be inserted into the Raspberry and can power up. On the first 
run, a window will pop up named “Raspi-Config”.  In this window, the settings of 
the raspberry pi can be configured.  

Figure 5 Fedora ARM Installer 

Figure 6  Fedora ARM Complete Installation on the SD Card 
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There are many settings available for the user to choose from. Once the setting is 
done, the Raspbian is ready to go. On the click of finish, a new window will appear 
which looks like as shown in figure below. 

 

 

 

This is the window whereby it will allow the user to do programming and also allow 
the user to make the raspberry pi to communicate with the outside world. In this 
window the user will be able to make connection to the internet, do python 
programming and other basic computer task. 

 

 

 

Figure 7 Raspi – Config Window 

Figure 8 Raspbian Window 
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4.2 Communicating the raspberry pi with the outside world 
 

There are many methods that can be used to communicate the raspberry Pi to the 
outside world. One such way is to interface the Raspberry Pi with Pi Face. Pi Face is 
a device that can be connected directly to the Raspberry Pi before being interfaced to 
the outside world. The figure below illustrates the Pi Face.  

 

 

 

 

Basically the Pi Face provide digital input/output interface for the Raspberry Pi. In 
the first stage, a simple LED blinking program is tested. A simple program is written 
base on Python programming language. It is explained more briefly in the next 
section. 

 

Figure 9  Pi Face 

Figure 10 Pi Face 
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4.2.1 Simple Led Blinking 
 

 
Figure 11 LED Blink Program 

    

In the program above, the LED at pin 1 blinks every seconds. The actual image is as 
shown in the figure below 

 

Moving forward, a different approach is used to interface the Raspberry Pi to the 
outside world. Whereby rather than using the Pi Face, the Raspberry is directly 
interface through the general purpose input/output (GPIO) pins. In order for this to 
took place, a different IDE is used which is called “Geany”. This Geany uses C 
language and it allows the program to control the GPIO pins. In order to be able to 
control the GPIO pins, a special C library is required known as BCM2835.  This 
library provides access to GPIO and other functions of the Broadcom 2835 chip. 
Whereby it allow the user to access the GPIO pins on the 26 pin of on the Raspberry 

Figure 12 Interfacing with Raspberry Pi and Pi 
Face 
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Pi to control and interface with various external devices. It also provides function for 
reading digital inputs and setting digital outputs, using SPI and I2C and also to 
access the system timers. Moreover pin detection is supported by the polling method. 
Each of these pins has a specific function that has been mentioned above. Below is 
the screenshot of Geany 

 

 

For the initial stage a simple led blinking code is developed to be familiar with 
Geany tool. The led blinking program is as shown below 

#include <bcm2835.h> 
 
// Blinks on RPi pin GPIO 11 
#define PIN RPI_GPIO_P1_11 
 
int main(int argc, char **argv) 
{ 
    if (!bcm2835_init()) 
 return 1; 
 
    // Set the pin to be an output 
    bcm2835_gpio_fsel(PIN, BCM2835_GPIO_FSEL_OUTP); 
 
    // Blink 
    while (1) 
    { 
 // Turn it on 
 bcm2835_gpio_write(PIN, HIGH); 
  
 // wait a bit 
 delay(500); 
  
 // turn it off 
 bcm2835_gpio_write(PIN, LOW); 
  
 // wait a bit 
 delay(500); 
    } 
    return 0; 

} 

Figure 14  Led Blinking Program 
 

Figure 13 Geany Screenshot 
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The code is then compiled using Geany. The another way to compile the code is by 
using the make file. This is because what Geany does is, it compiles files not 
projects, hence to solve this a make file is required. A simple make file would be 
something shown in figure below. 

all: output_file_name 
 
output_file_name: main.o 
 gcc main.o -lbcm2835 -o output_file_name 
 
main.o: main.c 
 gcc -c main.c 
 
clean: 

 rm -rf *o output_file_name 

 
Figure 15 A simple makefile 

 
The make file above is for the LED blinking program. Once the program is 
compiled, it is tested. The result is the LED starts to blink. Figure below shows the 
working image of the test. 

 

 

4.2.2 Serial Communication 
 

The serial communication in Raspberry Pi is done by utilizing the UART pin 
available on the GPIO Pi on pin 14 and on pin 15 as shown in figure below. 

 

 

Figure 16 Blinking LED 

Figure 17 Raspberry Pi UART Pin 
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In order to access the UART of the raspberry pi, it need to set-up first. There are two 
ways to access the UART, first is by using third party software and the other method 
is by using the C code. The task that needs to be done for utilizing the UART 
through the C code is as shown below. Once the process is completed, it is ready to 
be used as serial port.  

A simple C is developed in order to test the serial port using Geany. There 
were few errors when the program is compiled. For the moment, the author is trying 
to debug the code to see what is causing the problem. The sample of the code is 
included in the Appendices 

  

 

Figure 18 Raspberry Pi Serial Port Setting Steps 

  

The next method is by using the third party software, which known as 
minicom. The process to set-up is as the same as for the C code. In order to run the 
minicom, it needs to be installed first into the Raspberry Pi by typing sudo apt-get 
install minicom. The run the minicom, minicom -b 9600 -o -D /dev/ttyAMA0 need 
to be type in the terminal window. A new window will pop-up as shown in figure 
below.  

Backup the /boot/cmdline.txt fiel before editting(in case 
things go wrog) 
•sudo cp/boot/cmdline.txt /boot/cmdline_backup.txt 

Edit the file 
•sudo nano /boot/cmdline.txt 

Delete parameters involving the serial port "ttyAMA0" 
•console=ttyAMA0, 115200 kgdboc=tyAMA0, 115200 

Save and Close.  And edit file: 
•sudo nano /etc/inittab 

Search for serial port usage by typing /ttyAMA0/ and 
comment it out by putting "#" at the beginning of the 
text and reboot. 

  Page 
22 

 
  



 
 

 

 

  

In this window, the setting of the serial port is configured. The most 
important of all the settings is A - Serial Device, E – Bps/Par/Bits, F – Hardware 
Flow Control and G – Software Flow control. The settings of the serial port should 
be as shown in figure above. For the testing purpose, the serial port from Raspberry 
Pi is connected to a PC. In order to establish this, first of all a circuit need to be build 
to convert the low-level logic voltage from the UART into the correct voltage levels. 
This is because the Raspberry Pi runs on 3.3v meanwhile RS-232 connection could 
have up to a potential 15V running across it. Moreover an UART requires a logic 
shifter in order for it to function as a serial port. As mentioned above, Raspberry Pi 
runs on 3.3V, hence the logic shifter will be useful to drive a higher voltage circuit. 
The logic shifter works by taking a given signal on the 3.3V logic side which is TTL 
and converts it up to the correct voltage level but at the same time keeping the same 
logic level.  

 For this project MAX3232 is used as the logic-level shifter. The reason for 
choose this is because it can powered via 3.3V and also draws very low current. The 
figure below shows the pin-out of MAX3232. 

 

 

 

Figure 19 Raspberry Pi Minicom Window 

Figure 20 MAX3232 Pinout 
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The circuit for the serial communication is as shown below. And also the PCB layout 
of it. 

 

 

 

 
 

Once the circuit is in place, the serial communication is tested. In order to test 
the communication, software called PuTTy is required. The PuTTy is free and a open 
source terminal. It enables the serial communication to be tested. The appropriate 
port is selected and it is tested. Below is the screenshot of the PuTTy software. 

 

 

Figure 21 Serial Communication Circuit 

Figure 22 Serial Communication PCB Layout 

Figure 23 PuTTy Softare 
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Once the setting is done, the communication is tested. The result is, the two 
devices can communicate between each other. The characters type in one end 
appears on the other end of the device. Image below shows the image of the 
communication and also the circuit of the serial communication. 

 

 

 

 

 
 

 

 

Figure 25 Serial Communication Circuit 

Figure 24 PuTTY received file from Raspberry Pi. The text shows 
“This is for testing purpose” 
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4.3 CMUcam 
 

The next main device that is investigated is that, the CMUcam2. The 
CMUcam2 is a camera module that is able to capture picture and do basic image 
processing functions. By interfacing the CMUcam2 with PC, some pictures are 
taken. Below are the sample images. Also some basic calibration is done on 
controlling the servo motor directly from the CMUcam2. The movement of servo is 
observed and cross checked with the given input.  

 

 

The camera is interfaced to the PC via a serial port. By sending certain 
command, the camera is able to capture picture. Below is the sample picture captured 
using CMUcam2.   The captured image can then be processed to obtain specific 
information from the captured image. In this project, the centre of the image is obtain 
and is refreshed every few seconds. In order to test the function of the camera, the 
CMUcam2 GUI can be used to test the camera and the take sample pictures. The 
sample pictures taken are shown in figure 28 and figure 29. The CMUcam also has 
the capability to interface with servo motor directly. It can interface to up to 5 servos 
at one time. For the testing purpose, the CMUcam is attached to the servo motor and 
controlled through the serial port. The testing is done on the pan and tilt movement 
of the servo motor. It is observed that, the CMUcam sends certain signal to the servo 
motor in order for the camera to be on track on to the color detected. Even though 
the movement of the camera to the image is not that smooth, but the camera is still 
able to track the color of the object. The image below illustrates how the camera is 
attached to the servo motor. 

 

 

Figure 26 CMUcam2 

Figure 27 CMUcam Attached o Servo Motor 
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Figure 28  CMUCam2 GUI 

Figure 29  Image 1 Taken Using CMUcam2 

Figure 30 Image 2 Taken Using CMUcam2 
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The image shown in figure 29 and figure 30 are sample of image taken using the 
CMUcam2. The main purpose of capturing the red color object is to observe the 
difference value of captured object. Both the images are taken under different 
lighting condition. The maximum and minimum value for red color is seemed to be 
different in both the conditions. Hence this value will be crucial in maneuvering the 
robot to the right position. 

4.4 Robot Platform 
 

The robot platform used in this project is a mobile robot. It has a dimension 
of the robot is 22 x 17.5 cm. The robot has two DC motors that are attached to the 
tire. And it has a roller for balancing of the robot. It also comes with an AA size 
battery holder to power up the robot. The space at the top of the robot will be utilized 
to put the Raspberry Pi and CMUcam.  

The image below illustrates the robot. 
 

  

  

 
 

  

 

(a) (b) 

(c) (d) 

Figure 31  Image (a) to (d) shows different angle of the robot 
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4.5 Motor Driver 
 

In order to drive the DC motor, a simple motor driver is employed. This 
driver is built upon L293D. L293D is a 16-pin IC which is capable of controlling two 
DC motor simultaneously in any direction.  This driver works based on H-bridge 
concept. In an H-bridge circuit, it allows voltage to flow in one direction. The change 
in voltage flow direction will make the motor to rotate either in clockwise or anti 
clockwise direction. In this motor driver there are two H-bridge circuit which can 
rotate two dc motors independently. Figure 32 illustrate the pin diagram of L293D 
motor controller.  

 

 

 

The enable 1 and enable 2 pin should be high in order to drive the motor. In our 
design there are simply connected to +5V. The other inputs that need to be 
considered are pin 2, 7 and pin 15, 10. Both this pins are responsible to control the 
direction of the motor. The signals that need to be given are logic 0 and 1. Below is 
the table of logic combination and the rotation of the motor. 

 

Table 1 Motor Rotation 

 

 

 

Pin 2 = Logic 1 and Pin 7 = Logic 0 Clockwise Direction 
Pin 2 = Logic 0 and Pin 7 = Logic 1 Anticlockwise Direction 
Pin 2 = Logic 0 and Pin 7 = Logic 0 Idle[No rotation] Hi Impedence state 
Pin 2 = Logic 1 and Pin 7 = Logic 1 Idle [No rotation] 

Figure 32 L293D Pin Diagram 
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This logic applies to the other motor as well. Figure below shows the circuit diagram 
of the L293D motor driver IC controller.  

 

 

Figure below illustrate the actual circuit board used in building the robot. 

 

 
 

 

 

 

 

 

Figure 33 L293D Circuit Diagram 

Figure 34 L293D  
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CHAPTER 5  

CONCLUSION 
 

In building this robot, there are a lot of lesson learned and challenges faced. 
Some of the challenges have been overcome and some are still in progress. The 
calibration of each the module was successful. The investigation begins from the 
Raspberry Pi, where the basic handling of Raspberry Pi is learned and progressively 
obtains skill and knowledge to program the Raspberry Pi to do specific function. 
And the next module that is being investigated is the CMUcam2.  

Similar to Raspberry Pi, the CMUcam2 is investigated starting from the basic 
configuration using the GUI software. Later move on to control the camera via serial 
communication. The author faces challenges in making the Raspberry Pi to 
communicate with CMUcam2. The communication between these two devices is 
done through serial communication. The author face difficulties in capturing the data 
send from the CMUCam2 using the Raspberry Pi. The program that has been coded 
could not capture the data from the CMUCam2.  

Moreover there are a lot of lesson throughout building this project. The 
authors were able to apply C programming language. Also the author was able to 
learn Linux operating system. In building the hardware of the robot, electronic and 
communication knowledge were applied to build motor controller circuit and also to 
establish the serial communication between the Raspberry Pi and the CMUCam2 the 
serial protocol is employed. 
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CHAPTER 6  

RECOMMENDATIONS 
 

In future more functionality can be added to this robot. Rather than just to 
follow one color, the robot can be programmed to follow green and blue color as 
well. The other function that can be added to this is to recognize the shape of the 
object as well. Apart from that, the capability of the Raspberry Pi allows more 
function to be added to the robot. Some of the easily addition to the robot that can be 
implemented is to transfer the data received by the robot via Wi-Fi. This robot can be 
applied in various fields. For instance it can used as firefighting robot and the 
imaging system can be employed in the following the traffic light as well.  
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Appendix A. Serial Code 
 

Headers required 
 
 
#include <stdio.h> 
#include <unistd.h>   //Used for UART 
#include <fcntl.h>   //Used for UART 
#include <termios.h>   //Used for UART 

Setting Up The UART 
 
 //------------------------- 
 //----- SETUP USART 0 ----- 
 //------------------------- 

//At bootup, pins 8 and 10 are already set to UART0_TXD, UART0_RXD (ie the         
//alt0 function) respectively 

 int uart0_filestream = -1; 
  
 //OPEN THE UART 
 //The flags (defined in fcntl.h): 
 // Access modes (use 1 of these): 
 //  O_RDONLY - Open for reading only. 
 //  O_RDWR - Open for reading and writing. 
 //  O_WRONLY - Open for writing only. 
 // 
 // O_NDELAY / O_NONBLOCK (same function) - Enables nonblocking mode. 

//When set read requests on the file can return immediately with a failure 
//status 

 //                           
 //                       
 // 
 // O_NOCTTY - When set and path identifies a terminal device, open() 

//shall not cause the terminal device to become the controlling terminal 
//for the process. 

 uart0_filestream = open("/dev/ttyAMA0", O_RDWR | O_NOCTTY | O_NDELAY); 
 //Open in non blocking read/write mode 
 if (uart0_filestream == -1) 
 { 
  //ERROR - CAN'T OPEN SERIAL PORT 

printf("Error - Unable to open UART.  Ensure it is not in use by 
another application\n"); 

 } 
  
 //CONFIGURE THE UART 
 //The flags (defined in /usr/include/termios.h) 

//Baud rate:- B1200, B2400, B4800, B9600, B19200, B38400, B57600, B115200, 
//B230400, B460800, B500000, B576000, B921600, B1000000, B1152000, 
//B1500000, B2000000, B2500000, B3000000, B3500000, B4000000 

 // CSIZE:- CS5, CS6, CS7, CS8 
 // CLOCAL - Ignore modem status lines 
 // CREAD - Enable receiver 
 // IGNPAR = Ignore characters with parity errors 
 // ICRNL - Map CR to NL on input (Use for ASCII comms where you want 

//        to auto correct end of line characters - don't use for bianry //   
//        comms!) 

 // PARENB - Parity enable 
 // PARODD - Odd parity (else even) 
 struct termios options; 
 tcgetattr(uart0_filestream, &options); 
 options.c_cflag = B9600 | CS8 | CLOCAL | CREAD;  //<Set baud rate 
 options.c_iflag = IGNPAR; 
 options.c_oflag = 0; 
 options.c_lflag = 0; 
 tcflush(uart0_filestream, TCIFLUSH); 
 tcsetattr(uart0_filestream, TCSANOW, &options); 

Transmitting Bytes 
 
 //----- TX BYTES ----- 
 unsigned char tx_buffer[20]; 
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 unsigned char *p_tx_buffer; 
  
 p_tx_buffer = &tx_buffer[0]; 
 *p_tx_buffer++ = 'H'; 
 *p_tx_buffer++ = 'e'; 
 *p_tx_buffer++ = 'l'; 
 *p_tx_buffer++ = 'l'; 
 *p_tx_buffer++ = 'o'; 
  
 if (uart0_filestream != -1) 
 { 

int count = write(uart0_filestream, &tx_buffer[0], (p_tx_buffer -     
&tx_buffer[0])); 
//Filestream, bytes to write, number of bytes to write 

  if (count < 0) 
  { 
   printf("UART TX error\n"); 
  } 
 } 

Receiving Bytes 
 
 //----- CHECK FOR ANY RX BYTES ----- 
 if (uart0_filestream != -1) 
 { 
  // Read up to 255 characters from the port if they are there 
  unsigned char rx_buffer[256]; 
  int rx_length = read(uart0_filestream, (void*)rx_buffer, 255);   
  if (rx_length < 0) 
  { 
   //An error occured (will occur if there are no bytes) 
  } 
  else if (rx_length == 0) 
  { 
   //No data waiting 
  } 
  else 
  { 
   //Bytes received 
   rx_buffer[rx_length] = '\0'; 
   printf("%i bytes read : %s\n", rx_length, rx_buffer); 
  } 
 } 

Closing the UART if no longer needed 
 
 //----- CLOSE THE UART ----- 

 close(uart0_filestream); 
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Appendix B. MAX3232 Datasheet 
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Appendix C. L293D Datasheet 
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