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ABSTRACT 

 

System identification is a technique to build an accurate and precise model of 

complex system from noisy data. It has been used to represent the relationship 

between output and input data and also to develop understanding on the internal 

working system. System identification can be applied in various fields of 

applications.  

In this project the system identification is basically focused on the pilot scale of 

Acetone – Isopropyl alcohol distillation column by relate the control variables which 

are acetone top and bottom composition with the manipulated variables that are 

reflux flow rate and steam flow rate. This distillation process is to separate the 

mixture of acetone and isopropyl alcohol into individual components with certain 

composition. Basically this project involves both experimental work and simulation 

work.  

System identification requires data from experimental work from Distribution 

Control System (DCS) in order to simulate the relation between input and output of 

the system by using System Identification Toolbox. In this report, the low order 

transfer function model is developed and represents the acetone – isopropyl alcohol 

distillation column. Model validation has been done to compare performance 

between the mathematical models with the actual plant. From this project the 

modelling of system identification of the pilot scale distillation column will be 

further used in the advanced process control application to improve the performance 

of the process control in the system.  
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CHAPTER 1 

INTRODUCTION 

1.1 Background Study 

System identification in a broad sense deals with many restraints coming up when 

designing, conducting and interpreting result from such an experiment. In other 

words, system identification could be describe as design, conduct , process and 

interpret the results from the experiment applied to the system to get an accurate 

model of its internal working.(Ljung, 2001)  

The purpose of this system identification is to derive models from available input and 

output data of the system.  System identification includes dealing with various tasks 

of parameter to estimate based on the observations that originating from a dynamical 

system.(Halizamri Md. Shariff, 2014) It also used to determine the dynamic 

behaviour of physical object or process based on the mathematical relation between 

the inputs and outputs. (Schoukens, 2012) Generally mathematical equation is 

closely related with this system identification.  

System is the overall behaviour which people could study and understand.  The 

techniques for this system identification can be applied in various system and 

applications. For example in industrial plant which the feed stocks are undergoing 

some complicated and many processes in order to produce the desired yield. This 

internal mechanism of the industrial plant processes is focused on the detail. System 

identification could be applied in this condition as it will makes simpler model by 

relating the input and output which is easier and can be directly tuned based on our 

need. (Ragnar Wallin, 2010) This also gives advantages as the system identification 

might be better in any adjustment and handle any unforeseen disturbances.  

Apart from relating the input and output of the process, one of the important 

characteristic in system identification is the input signal design. System identification 

is one of the modelling method which deals with problem on how to estimate the 

model of a system from a measured input and output signals. The system can be 

described as linear or non-linear are depending on the estimation of the model itself 

and the type of system used in the process. It is crucial for the perturbation signal that 
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used as input to the system to have an adequate excitation and enough fluctuation of 

desired effect in order to estimate and measure property of the dynamic system of the 

process.(Halizamri Md. Shariff, 2014)  

In the case of non-linearity identification system, perturbation signal should have 

sufficient fluctuations to ensure the full range of non-linearity process dynamics can 

be identified. (Mark. L. Darby, 2014). Linear system usually used deterministic input 

such as Pseudo Binary Random Sequence (PRBS), however due to some constraint; 

the input design may appear not suitable with some processes as it will produce bias 

and erroneous to the estimated model. Thus study of comparison between the types 

of input signal design will be done in this project and does it as a new research other 

than generating the response of model from system identification method.  

System identification could be beneficial in many ranges of fields and mechanisms in 

life. It could be used in various applications such as petrochemical plant, multimedia 

system, signal system and even human body system. For this project generally will 

be focused on the industrial plant process which is pilot scale for acetone-isopropyl 

alcohol distillation column  

Distillation basically is the physical separation process and commonly used method 

for purifying liquids and separating mixtures of liquids into their individual 

components. Most of the process industry used distillation column for the separation 

operation. For this binary distillation column, acetone and isopropyl alcohol are to be 

separated in a fractionation column operating at certain pressure.(Thanm, 1997)  

In this project the main point basically to describe the identification of a pilot scale of 

acetone-isopropyl alcohol distillation process and determine the transfer function for 

the working model.  Transfer function is a compact description of the input and 

output relation for a linear system and these are used to represent the system.(Levine, 

1999) It is as a representation of a linear time invariant dynamical system. The 

transfer function mathematically is a function with the complex variables. For this 

binary distillation column, the main control variables are the overhead and bottom 

compositions. These simultaneous controls of both bottom and overhead composition 

are depending on the manipulated variable. Overhead composition is controlled by 

the reflux flow rate whereas the bottom composition is controlled by the steam flow 

rate.  
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1.2 Problem Statement 

Based from the model that has developed by Wood-Berry on the terminal 

composition control of the binary distillation column, it has significantly different 

from the existing pilot scale as the distillation column has more number of trays 

compared to the Wood-Berry model. There some issue on the non-linearity of the 

pilot scale as it is half bigger than the model.  

Therefore, system identification needs to be developed to determine the relation of 

input and output of the pilot scale and to identify its transfer function. The control 

variable is remaining the same which is the composition of the overhead and bottom 

product by using reflux and steam flow rate as the manipulated variable.  

Furthermore, experiment on the step testing for the pilot scale acetone- isopropyl 

alcohol distillation column need to be re-done. This is because some issue on the 

previous experiment data which are not precise. The new step testing will be done by 

using refractometer in determining the composition at the top and bottom of the 

distillation column and also to analyse and identify the compound. 

Thus in this project the relationship between inputs and output which represent the 

system can be done by using system identification method. 

1.3 Objective 

The objective of the project is to construct a mathematical model of dynamic system 

in order to describe and relate the relationship between output and input of the 

system. The aim is to get the mathematical model of dynamic system from the 

experimental data. This system identification can be done by determining the transfer 

function First Order Process Time Delay (FOPTD) or Second Order Process Time 

Delay (SOPTD) to represent the pilot scale of acetone-isopropyl alcohol distillation 

column.   

Other than that, this project also to identify and predict the behaviour of this dynamic 

system. The transient response of the dynamic model could be recognising through 

this system identification method.  Besides that, this project will develop the 

understanding and knowledge on the Advanced Process Control (APC) application 

and the internal working model of the system.  
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1.4 Scope of Study 

This project focuses on determining the modelling of the pilot scale acetone-

isopropyl alcohol distillation column by system identification. The control variables 

used in this project are the composition of the overhead and the bottom product 

whereas the manipulated or process variables are the reflux flow rate and the steam 

flow rate. The pattern of the input output relation can be identified throughout the 

system identification process.  

1.5 Relevancy of the Project 

Basically this project is relevant as in this final year degree of Chemical Engineering 

student require to develop knowledge on the process industry. On the other hand, 

students can gain more understanding how does the control system working in the 

distillation column in order to get the desired composition of product.  

1.6 Feasibility of the Project 

This project is feasible as the time given to complete it are two semesters which are 

approximately eight months. The Gantt chart has been developed to ensure the 

student keep track on the dateline. Two semesters are adequately enough to complete 

on the experimental work for step testing and modelling using system identification 

toolbox from Mat Lab.  
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CHAPTER 2 

 LITERATURE REVIEW 

2.1 System Identification 

Process of developing or improving the mathematical representation of a physical 

system using experimental data is known as system identification. (Nagarajaiah, 

2009) 

 

Figure 2.1: u as the input to the system and produce output y 

 

From the figure above, the system identification procedure generally used u as 

certain input that applied to the system and result in y which is the system response. 

From the relationship, the transfer function as well as other mathematical equations 

that represent the system can be determined. The output can be optimized based on 

the adjustment of input which is u. However, there are some constraints in order to 

generate a suitable model such as the corruption of noise which could disturb the 

measurement.(R.Smith, 2011) Therefore, several iterations need to be done in order 

to improve and generating a more precise model based on actual pilot plant.  

 

Figure 2.2: Noises are constraints in measurements 
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Figure 2.3: Input-output data (noisy case) (Hugues Garnier, 2008) 

Figure above shows the anticipated result due to noises in the system. The inputs are 

from the experimental data that imported in the System Identification Toolbox in the 

Mat Lab.(Hugues Garnier, 2008) In order to compute the coefficient of the finite 

difference model from input and output data the formulations are derived. Based 

from the coefficient the output prediction model is derived which later giving the 

relationship between the future input-output data and past output-input data.(Juang & 

Phan, 2001)   

System identification is only useful when there are available information regarding 

the input and output data. There are three components in determining the dynamic 

system from the observed input-output data that are the model structure, input-output 

data and the identification method which means some criterion to select a particular 

model in the set with the available information in the data.(Activemedia, 2012)   

Generally there are two options in obtaining the model for system identification. 

Firstly is the grey box identification which requires deriving from the first principles 

such as physical laws and then identifying parameters by running the experiments. 

Experiments are needed in this method in order to identify and determine all the 

unknown parameters. Secondly is the black box identification which this case has 



7 
 

very inadequate and limited information regarding the corresponding system. 

Basically this method only has measurements (u and y) and certain working 

assumptions about the system and some noise. (Pelckmans, 2012) Thus the goal from 

the method is derive a system model out of these assumptions and measurement. 

Therefore in this project, the system identification are based on the grey box 

identification which require to run the experiments to get more precise data in order 

to derive an accurate model that represent the system.  

There are several terms in the mathematical model for system identification such as 

linear and non-linear, time-invariant, time-varying, static and dynamic 

system.(Keesman, 2011) These used to categorize what type of the system that used 

in the system identification.   

Linearity is a function or relationship which is directly to each other. For example 

under zero conditions u1 (t) and u2 (t) are the inputs to system with the corresponding 

outputs y1 (t) and y2 (t). This system is considered as linear when input equation Au1 

(t) + Bu2 (t) and the result from the corresponding response is Ay1 (t) +By2 (t), where 

A and B are constants. If the systems response appeared to be different this means 

that the model structure appeared to be non-linear. For time-invariance, assume u1 (t) 

is the input to a system with the corresponding output of y1 (t). A system is time-

invariant if the response to the u1 (t + ґ) is y1 (t + ґ), with ґ as the time 

shift.(Katayama, 2006)   

Dynamic system is when a system output is just not depending on the present input 

but depends on the history. Dynamic system in this modelling usually is represent by 

the terms of differential equation whereas static system is basically depending on the 

present input and designate by algebraic equations. (Goodwin, 1977) 

2.1.1 Input Signal Design  

Performance of a system can be evaluated based on test signals input used. In this 

project of system identification of acetone-isopropyl alcohol distillation column, 

various ways to measure the performance of the system can be done. Based on this 

step input design the transient response and design of control system can be 

identified. The data used for system identification of the model is generated from a 

well design plant test. Generally most of the industries are depending on the 



8 
 

uncorrelated input signals although various studies and researchers have developed 

correlated input signal which brings more advantages in system identification.(Mark. 

L. Darby, 2014) 

Multivariable process identification usually only rely on uncorrelated input signals 

such as PRBS. Uncorrelated test signal of PRBS is applied to the process to gain the 

data on the system. It can be either in closed or open loop and the magnitude is set on 

the basic of the constraint on inputs and outputs.  

Basically the study of the input design for a multivariable identification has been 

developed and generating input data via a well-designed experiment is essential to 

ensure the identification is done precisely. There are two types of data generation 

that are single open loop Multiple Input Multiple Output (MIMO) and open loop 

Single Input Multiple Output (SIMO). MIMO means that all the inputs are executed 

simultaneously whereas SIMO means only one input is executed at one time. There 

are several challenges of multivariable system for SISO and MIMO. For SISO, the 

accurate estimation of the individual transfer function elements in a transfer matrix 

may not be sufficient to guarantee robust closed loop stability and for MIMO, the 

most crucial concern is on the distribution of model errors among individual transfer 

function. (Ali Nooraii, 1999)  

Both PRBS and Schroeder-phased input are periodic inputs and based are from the 

design of dominant open loop time constant and desired loop speed of response. 

According to Chien and Ogunnaike, conventional input design of PRBS may lead to 

ambiguous as well as inaccurate for the system thus the input design are proposed to 

be a modelling scheme by using integrator which represents each element of variable 

in the transfer matrix. (Chien, 1992) 

From Li and Lee research journal in 1994, the input design is preferable in a 

combination of open loop and closed loop identification experiment as the closed 

loop identification can estimate accurate plant inverse which can obtain the gains 

directly from the information. (Li. W, 1994). However according to Gaikwad and 

Rivera the single loop is adequate to obtain model that can gives a good information 

on the closed loop by testing two open loop input design that are PRBS and 

Schroeder-phased input. This can be further review in the case of the design of input 

due to the system identification. For this project it focused on MIMO as it required 
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obtaining the transient response between both manipulated variables data that are 

reflux flow rate and steam flow rate that corresponds to the control variables that are 

distillate composition and bottom composition. Thus the design on input data must 

be correlated with both variables to get the transfer function precisely. (S.V. 

Gaikwad 1997) 

In addition sinusoidal input design Multi-Sine (M-Sine) signal also can be applied to 

generate data for identification process. M-Sine input signals are easy to implement 

in a real time setting and it is versatile periodic signals. By using this type of input 

signal only one cycle can be designed to include all the frequency content needed for 

the consistent model identification. It can be identified that this type of input signal is 

plant friendly by referring to the research that has been conducted as it allows users 

to simultaneously specify important frequency and time domain properties of the 

signals. (Lee, 2006). This type of input signal also promoting the presence of low 

gain directionality in the data as well as give benefits for an optimization-based 

problem in a system. 

System identification basically is to develop a precise model and usually at the start 

of identification testing step the good model may not be available.(Michael 

Deflorian, 2011). However preliminary models developed in the course of 

identification testing may be useful in order to determine the suitable identification 

test monitoring or test input design that can predict model accurately.  

2.1.2 Model Structure of System Identification 

A study has been done to develop a control relevant constrained design of 

experiment for system identification of the dynamic multivariable model. In order to 

identify the dynamic models of the system, plenty of model structures are used such 

as low order transfer function models, finite impulse response (FIR), high-order auto 

regressive with exogenous input (ARX) and subspace.  

These model structures are developed in the Mat Lab System Identification Toolbox 

in order to predict the models of the system. Closed loop identification method of 

multivariable system is very useful and consuming less time compared to step testing 

for generating the data. It also can reduce the cost of model identification.  
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For ARX models that used as model structure for system identification, there are 

model parameters that are used to represent and describe the function of system. The 

transfer function G(s) converted to ARX models with no approximations except zero 

order hold. The model parameters of parameters can be described as below: 

 First Order Process Time Delay (FOPTD): 

 ( )   
 

    
                                 (      ) 

 Second Order Process Time Delay (SOPTD) system (time constant): 

 ( )   
 (     )

(     )(     )
               (      ) 

 Second Order Process Time Delay (SOPTD) system (damping ratio): 

 ( )   
 (     )  

          
                 (      ) 

 Ramp system 

 ( )   
 (     )

(    ) 
                         (      ) 

Where, 

K= process gain, 

𝞽 = time constant,  

𝞽0 = lead time, 

D= dead time, 

𝟂 = fixed angular frequency, 

𝞷= damping coefficient 

ARX model structure is a model that comprising of past output exogenous input 

variable is represented as past input data. It is one of simplest linear model in the 

system identification. Apart from that, there are nonlinear auto regressive with 

exogenous input (NARX) which represent the non-linear system. NARX are able to 

describe global behaviour of system over the whole operating range and it is different 

from the linear model as the linear model are only able to estimate the system around 

at certain operating point only.(Suleyman Karacan, 2007). 
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ARX model can be written as: 

 ( )       ( )

 ( )
 ( )   

 

 ( )
 ( )        (Eq. 2. 5) 

Where the polynomial A(q) and B(q) are defined by, 

 ( )        
           

      (Eq. 2.6) 

 ( )        
           

     (Eq. 2. 7) 

 

 

Figure 2.4: The ARX model structure 

Equation of NARX can be written as: 

 ( )     (   )   ((   ) )       (Eq. 2. 8) 

Where, y(t) is output, r are the regressors,u is input and L is ARX linear function, D 

is scalar offset and g((u-r)Q) is describing the output of non linear function and Q is 

the projection matrix that ensure the calculations is well designed.  
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Figure 2.5: The NARX model structure 

 A study has been done by comparing the PRBS and Multi-Sine (M-Sine) 

perturbation signal which applied to the non-linear system and from the research 

both ARX and NARX model structure is investigated. Thus it has been clarified that 

NARX model developed based on M-Sine signal is the most convenient and accurate 

compared to model developed by PRBS.(Junichiro Kon, 2013).  The actual non-

linear system behaviour is  failed to revealed by using the PRBS signal since at 

certain levels PRBS input may insufficient to identify the non-linear behaviour by 

not providing enough information regarding the system. For the binary distillation 

column case usually the model will be non-linear which is much complex in terms of 

its algorithm but it also can represented a reunion of linear models one linear model 

for each operating point and process channel. Thus by using PRBS this model can be 

identified as well but the probability of getting the bias is quite higher. (Baeisyu, 

2011) 

 2.1.3   Identification Method  

One of the methods for system identification is Linear Parameter-Varying (LPV) 

modelling. In LPV modelling approach the comparison various identification method 

is used to generate good model. (H. Hapoglu, 2001). Basically there are two 

approach in the LPV modelling that are local approach and global approach.  

Local approach is relies on the identification of multiple Linear Time Invariant (LTI) 

models at several operating points of the process. All the interpolation of the data set 

will result in model estimation for the entire operating range. Basically in simplified 

way, local approach is the interpolation of LTI at different steady state of operating 

points of the system. Global approach is parameterized LPV at global data set and 
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has varying operating points. Both approaches have been reviewed in a research and 

the comparison of the data has been done. It is justified that global approach is 

suggested if the transient behaviour of the system need to be modelled which require 

generating data with variations of operating conditions. However if the operating 

conditions is varies slowly the local approach is recommended as it can generate data 

around steady state conditions. The combination of both approaches is not really 

advised as both involve different method as well as the result would be erroneous 

and require higher costs.(A.A. Bachnas, 2014) 

2.2 Distillation Process 

Process of heating liquid at its boiling point, condensing it and collecting vapours are 

known as distillation. Distillation is a method which used to separating mixtures into 

each individual components and purifying liquids.  It is the most common separation 

technique which consumes high amount of energy for the heating and cooling 

processes. (Luyben & Yu, 2009) This distillation technology is useful because of its 

thermodynamic efficiency which is at 10% but other processes are also inefficient 

and it has high mass transfer rates.  However distillation also has the limitations as it 

is not suitable for a compound that is thermally unstable even under vacuum 

conditions and for the mixture that is extremely corrosive.  

Distillation is highly depending on the boiling point and concentrations of the 

components. The mixtures separate by distillation also depending on the volatility 

between the components.(Steinberger, 1982) The greater the relative volatility, the 

easier the separation between the components can be done. Basically volatility is 

determined by the components boiling point and the lower the boiling point, the 

greater the volatility.  

Separation can be improved by increasing the contact on the trays within the 

distillation column tower. As the number of trays increases, there will be higher 

contact thus providing a better fractionation inside the column. Internal reflux is one 

of the important operations in the distillation.(Zekieni R. Yelebe, 2014) Internal 

reflux is the vapours that rise up through the tower and contacting liquid that are 

dropping back down through the tower. Similar with the number of trays, more 

reflux will result in more contact and thus higher separation can occur.  However 

reflux rate need to be optimized as too much reflux can be costly as it need more 
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heat. Apart from this, there are many other variables that can affect the rate of 

separation and the composition of the products in the distillation column. (Luyben, 

2013) 

Therefore in this project the control variable are the top and bottom composition. In 

order to control the both composition, the steam and reflux flow rate is manipulated. 

Based from Wood-Berry concept on the terminal composition of the binary 

distillation column, the acetone-isopropyl alcohol distillation has evaluated two 

control systems that are non-interacting control system and ratio control system. 

(Berry, 1973) This non-interacting control system is determined by the transfer 

function that was generated by the modelling of the distillation column dynamics.  
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CHAPTER 3 

METHODOLOGY 

3.1 General Flowchart 

 

Figure 3.1: General flow chart of the project 
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The methodology of this project covers experimental and simulation work. System 

identification requires series of basic steps. By following the steps the result gain will 

be more accurate and precise .Figure above shows the proposed general flowchart for 

the system identification of the pilot scale of Acetone-Isopropyl alcohol distillation 

column. In case of any failure during the model validation, where the model 

validated is not precise compared to the actual plant, several steps need to be 

repeated to ensure good model is produced. Below are the information and 

descriptions on the distillation column that located in Block 3, UTP.  

Table 3.1: Description on Acetone-Isopropyl alcohol distillation column 

Height 5.5 m 

Diameter 150 mm 

Number of trays 15 

Type of tray Bubble cap 

Tray spacing 350 mm 

Feed tray location Tray 7 

Feed flow rate 0.5 L/min 

Reflux flow rate 0.7 L/min 

Distillate flow rate 0.3 L/min 

Bottom product flow rate 0.2 L/min 

Steam flow rate 20 kg/hr 

Top temperature 72.7⁰C 

Bottom temperature 80.5⁰C 

Column pressure 1.013 bar 
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3.2 Experimental Procedures 

 

 

Figure 3.2: Experimental procedures 

 

3.2.1 Feed mixture preparation 

The feed mixture is prepared according to the design. The amount of feed is 

calculated to ensure that it would be sufficient for the whole experiment. In this 

experiment the composition used as feed is 70% acetone and 30% isopropyl alcohol. 

The feed tank (V-104) is filled up to 75% which is 225L in order to maintain 

continuous feed flow throughout the experiment. To ensure that the feed is sufficient, 

Feed mixture preparation 

Start up distillation column 

Switching to steady continuos operation 

Step change input 

Samples collection 

Data extraction 

Shutting down the distillation unit 
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during the experiment the products tank from (V-106) and (V-107) is pumped back 

to the feed tank. 

3.2.2 Start-up distillation column 

The start-up procedure are by checking the boiler, initial valves position, liquid and 

steam leakages and tune the PID controller. The cooling water flow rate is charged 

into the condenser. The reboiler is started and the steam flow rate is pumped to the 

distillation column until the steady temperature profile is achieved.  

3.2.3 Switching to steady continuous operation 

The feed mixture of acetone-isopropyl alcohol is introduced into the distillation 

column. The control valves and steam flow rate is adjusted until steady state is 

achieved. The trending variable can be seen through the DCS to determine the 

stability of the system. It took around 4 to 5 hours for the distillation column to 

achieve its steady state from the start up. The variables need to be checked frequently 

to ensure smooth operation.  

3.2.4 Step change input 

After the column achieved its steady state, the step change input could take place. 

The manipulated variables that are steam flow rate and reflux flow rate is adjusted to 

obtain the response from the system. For each step change, it required around 15 

minutes to ensure that the system was stable then only another step input could take 

place.  There were 10 step changes that have been done throughout the experiment.  

Steam flow is adjusted by controlling valve FCV 331 and the normal opening of this 

valve are from 10% to 40%. The steam flow exhibited ‘spike’ about every one to two 

hours, thus it is crucial to ensure the valve is controlled slowly to ensure the value 

become stable. Reflux flow rate is adjusted by controlling FCV 323a. Reflux flow 

rate was smoother and easier to control however it was disturbed by column’s 

pressure. Thus the column’s pressure is checked frequently throughout the operation. 

3.2.5 Samples collection 

For each step change, the samples from each tray, top product and bottom product 

was collected. The composition of acetone and isopropyl alcohol in the samples then 
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was analysed using refractometer. Three readings were taken from each samples and 

the average is calculated to ensure precise results. These data is then used in the 

simulation procedure to obtain the system identification model.  

3.2.6 Data extraction 

The experimental data was retrieved from the APC server. All the trending of the 

process variables system is recorded and extracted to Microsoft Excel to make 

simulation easier.  

3.2.7 Shutting down the distillation unit 

The distillation unit is shut down carefully. All the pumps were stopped and control 

valves were closed. Ensure all the liquid mixture is transferred to the feed tank (V-

104) to avoid any overflow. Once fully transferred, close compressed air as well as 

cooling water supply. This is to prevent any damage to the instruments and injuries 

to the operators.  
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3.3 Simulation (System Identification) 

 

Figure 3.3: Schematic flow chart of system identification 
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Figure above shows the schematic flow chart of system identification. This project 

requires using the system identification toolbox from Mat lab. By using the system 

identification toolbox, model of the observed system in the system can be 

determined. The noise model in the system is because of the ambiguity information 

data and this knowledge on the noise will allow the programmer to compensate it. 

Robust controller can be created from plant uncertainty information and this robust 

controller can reduce the plant uncertainty thus improving the performance of the 

application.(Activemedia, 2012)  

3.3.1 Perform experiment-step testing and collect data 

The first procedures that need to be done are the experiment of acetone-isopropyl 

alcohol distillation process by using Distribution Control System (DCS). The 

procedure for the experiment can be referred in Figure.   

3.3.2 Import and preparing data for System Identification 

The data collected from the DCS were imported into the System Identification 

Toolbox as time domain data. Time domain data is choosing as it represents the data 

with respect to time as well as the data is recorded in a continuous time. The data 

imported were labelled as u1, u2, y1 and y2. u1 and u2, represent the step input in 

reflux flow rate and steam flow rate whereas y1 and y2 represent the compositions top 

and bottom of acetone.  

 

Figure 3.4: Import data 
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3.3.3 Pre-processing data 

The data need to be pre-processing when: 

- Missing or faulty values 

- Offsets and drifts in signal levels/ low frequency disturbances 

- High frequency disturbances above the frequency interval of interest for the 

system dynamics 

- Nonlinearities in the data 

Pre-processing requires several steps in order to provide a good model: 

i. Removing means: 

In order to improve the system identification, the mean values of the input 

and output data were removed.  

ii. Selecting ranges 

The data then were divided into data estimation and data validation. The 

estimation data is the working data which used to estimate the model 

whereas the validation data is the data used for testing the accuracy of the 

estimated model. The data must be separated and the estimation data must 

be in a wider range compared to the validation data. This is to ensure that 

the data can predict the model smoothly. 

 

 

Figure 3.5: Selecting ranges- Data estimation (green) and data validation (red) 
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3.3.4 Choosing a model structure 

System identification toolbox can estimate model parameters however it cannot 

predict the entire models. Thus structures of the model need to be determined. The 

model needs to be correctly selected as it represents the entire system. Model 

structures include in the system identification tools box such as process models, 

state-space models and polynomial models. 

For this project, process models low order transfer function is used to estimate the 

model. This is because the step testing method used in this project is step input which 

is useful for determining low order (slow) dynamics and for calculating delays. A 

process model is the simplest model which can easily verify the data and it is a good 

rule to start with simple model to get a feel for the system and then move towards 

complex models if necessary.  

3.3.5 Validating the estimates 

To perform validation, the model output can be shown in the toolbox. It will compare 

between the measured and simulated model output and showed the best fit of the 

data. If the best fit is more than 80% then, the model can be described as very good 

model and if below than 80% then it may due to noise or non-linearity in the data. 
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3.4 Gantt Chart and Milestone 

All projects have a work plan that lays out the specific steps and actions that are 

necessary to complete the project. This helps to keep track the progress towards 

completion. It is also as guidance to identify which actions are required before the 

next step is possible.  All of the activities are expected to be completed within the 

time to ensure the punctuality as well as producing a valuable research work. 

However some of the activities were lag behind due to the equipment errors which 

affect the accuracy of the results. Some maintenance has been done and frequent 

checking is needed to ensure the outcomes of the experiment were precisely 

measured.  

The Key milestone for General Final Year Project 2 and System Identification of 

Acetone-Isopropyl Alcohol Distillation Column are shown below. In the Appendix 

7.1, the details Gantt chart on this project is presented. 

 

Table 3.2: Key Milestone for FYP 2 

Activities Time Completion 

Experiment step testing  Week 2 – Week 6 

Simulation work Week 7 

Submission of Progress Report Week 8 

Project work and modifications continues Week 9 – Week 10 

Pre Engineering Design Exhibition Week 11 

Submission of Draft Report Week 12 

Submission of Dissertation Week 13 

Submission of Technical Paper Week 13 

Oral Presentation Week 14 
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Table 3.3: Key Milestone for System Identification of Acetone-Isopropyl Alcohol 

Distillation Column 

Activities Time Completion 

Experiment step testing (Start-up the distillation column 

and prepare the feed mixture) 

Week 2  

Distillation columns achieve steady state and step input 

take place. 

Week 2 – Week 4 

Samples gathering and testing using refractometer Week 5 – Week 6 

Simulation work using Matlab System Identification 

Toolbox 

Week 7 

Project work and modifications continues in case of  any 

non-linearities 

Week 8 – Week 10 

Complete the poster for Pre-SEDEX Week 11 

Validation of model (Simulated model vs. Actual model) Week 12 

Complete dissertation and technical report Week 13 
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CHAPTER 4 

RESULTS AND DISCUSSIONS 

4.1 Experiment Step Testing 

 Reflux and Steam Flow Rate 

The step change for the reflux flow rate has been done for the pilot scale distillation 

column of acetone and isopropyl alcohol by using the Distribution Control System 

(DCS).  I managed to complete 8 step changes for the reflux flow rate for each 15 

minutes and samples for each tray, distillate and bottom has been taken. By using 

refractometer the compositions for the samples can be identified and tabulated.   

Similar with the reflux flow rate, 8 step changes also has been done to the process 

input steam flow rate to identify the top and bottom composition as the steam flow 

rate increases. Appendix 7.2.2 and Appendix 7.2.1 showed the several data that has 

been recorded by using DCS. 

 

Table 4.1: Experimental data 

Reflux flow 

rate (L/min) 

Steam 

rate 

(kg/hr) 

Acetone composition 

(top),Xd 

Acetone composition 

(bottom),Xb 

0.2 13 0.5485 0.6621 

0.3 11.84 0.5802 0.5688 

0.4 11.55 0.6055 0.5611 

0.5 9.48 0.6207 0.5501 

0.6 7.41 0.6561 0.4735 

0.7 7.03 0.6858 0.4722 

0.8 6.4 0.7133 0.4658 

0.9 6.15 0.7384 0.4545 
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Where, 

Table 4.2: Input and Output Parameters for Experiment Step Testing 

 Variables Symbol 

Input Reflux flow rate u1 

Input Steam Flow rate u2 

Output Acetone composition top,Xd y1 

Output Acetone composition bottom, Xb y2 

 

 

Figure 4.4: Reflux flow rate (input) vs. Acetone composition at top and bottom 

 

Figure 4.5: Steam flow rate (input) vs. Acetone composition at top and bottom 
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From Figure 4.1 and Figure 4.2 it can be seen the relationship between both 

manipulated input that are reflux flow rate and steam flow rate with the 

corresponding output that are acetone composition at the top and bottom of the 

distillation column. As the reflux flow rate increases in Figure 4.1, the acetone 

composition at the top also increases whereas the acetone composition at the bottom 

decreasing. Based on Figure 4.2, the response between the steam flow rate with 

acetone composition at the top and bottom are different. It can be seen from the 

graph; the higher the steam flow rate will result in increasing purity of acetone at the 

bottom whereas the concentration decreases at the top of the distillation column. 

It is desirable to maximise the purity of the top and bottom products. The 

composition of acetone increases as the reflux flow rate is increases. This is because 

when the reflux flow rate higher, the more portion of the overhead liquid product 

from the distillation column is returned to the upper part of the column. Hence this 

will increase the efficiency of the separation as it can separate the lower boiling 

materials from higher boiling materials.  

For steam flow rate, as the amount of steam into the column increases, the 

composition of acetone in bottom and top product decreases. This happens because 

acetone which has lower boiling point than isopropyl alcohol vaporizes more at low 

temperatures. When the steam flow rate higher, all liquid pushed towards the top of 

the column thus result in low acetone concentration in condenser compared to 

isopropyl alcohol.  

4.2 Simulation (System Identification) 

The data from the experiment were used for the modelling step by construct the 

mathematical model that represents the pilot scale distillation column.  

The expected result from the system identification is shown in the form of equation 

below (Berry, 1973) : 

  ( )
  ( )

  |
      

      
|
 ( )
 ( )

      (Eq. 4.1) 

Where, 

   = distillate composition 
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   = bottom composition 

R = reflux flow rate 

S= steam flow rate 

The relationship between the manipulated variables with control variable can be 

described as: 

  ( )       ( )     S(s)        (Eq. 4.2) 

  ( )       ( )     S(s)        (Eq. 4.3) 

4.2.1 Reflux Flow Rate 

General equation below used to estimate the result of reflux flow rate step change: 

     
  ( )

 ( )
           (      ) 

    
  ( )

 ( )
          (      ) 

    represent the relationship between process variable  u1, reflux flow rate with the 

y1, distillate composition (acetone) whereas     represent the relationship between 

process variable u1, reflux flow rate with y2, bottom composition (acetone). Figure 

below showed the time plots which are the output due to step input measured against 

the time. 
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Figure 4.3: Time plot of u1 and y1. (G11) 

 

Figure 4.4: Time plot of u1 and y2 (G21) 

Figure 4.3 showed as the step input of reflux flow rate, u1 increases, the step 

response, y1 increases as well .Figure 4.4., showed the time plot between the reflux 

flow rates steps input with the output signals from acetone composition at the 

bottom. The responses are different as the increasing step input the bottom 

concentration is dropped.  These data has been processed by removing all the noises 

and disturbance to increases accuracy and to provide a better configuration in 

describing the relationship between the step inputs with the process output.  
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Below shown the step response plotted against the time which used to describe the 

relationship between the input and output in term of transfer function. For this cases 

the transfer function that obtained is in the low order and linear form which means 

that this process is a simple process and it can be easily predicted the output response 

form the input.  

 

Figure 4.5: Step response for G11 

The transfer function for the step response from y1 is described as: 

    
     

       
        (      ) 

 

Figure 4.6: Step response for G21 

The transfer function for the step response from y2 is described as: 

    
      

       
           (      )  
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4.2.2 Steam Flow Rate 

General equation below used to estimate the step change on the steam flow rate: 

    
  ( )

 ( ) 
                 (      ) 

     
  ( )

 ( )
                   (      ) 

    represent the relationship between the process variable, u2, steam flow rate with 

y1, distillate composition (acetone) whereas      represent the relation between the 

process variable u2 with y2, bottom composition (acetone). 

 

Figure 4.7: Time plot of u2 and y1 (G12) 
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Figure 4.8: Time plot of u2 and y2 (G22) 

From Figure 4.7 and Figure 4.8, the input and output signals are shown. Figure 4.7 

presented as the steam flow rate input is decreases, the composition of acetone at the 

top increases whereas in Figure 4.8 the input signal which is steam flow rate is 

directly proportional to the acetone composition at the bottom. Both are in negative 

gradient.  

From the graph it can be seen that the step change for the steam flow rate is not 

uniformly made as there were fluctuations occurred. Steam flow signal is not 

smoothly changed as the new step input take place. The normal opening for the 

steam valve is from 10% to 40% however in this experiment the valve is opened 

wider. This is because when the valve is opened within the range there were absolute 

no response from the output signal. There was also inconsistency in the composition 

response as seen from the graph of time plot at certain point the concentration is 

seem to be maintained and only changes around 0.01.  This can be assuming that 

steam flow rate is not highly affecting the composition in this distillation column as 

it is hardly to control during the experiment.  

Below is shown the step response plotted against time for representing the 

relationship between steam flow rate with acetone composition at the top and bottom 

of the distillation column. 
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Figure 4.9: Step response for G12 

The transfer function from step response from y1 is described as: 

    
       

        
              (       ) 

 

 

Figure 4.10: Step response for G22 

The transfer function from step response from y2 is described as: 

     
        

       
         (       ) 

 

 The overall mathematical model: 

  ( )
  ( )

  |

     

       

       

        
      

       

        

       

|
 ( )
 ( )

       (       ) 
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Based on the result gained it can be observed that the transfer function for      and 

    have positive gain whereas the transfer function for      and      are having 

negative gain. This difference in terms of gain is happened because the different 

respond towards the process variables. It can be seen that for the positive change in 

process variables which is reflux flow rate, the distillate composition as well as the 

bottom composition are also positive. However as the steam flow rate increases the 

process output which are the distillate and bottom composition are decrease which 

result in negative gain. This mathematical model can be used to predict the outcome 

of the distillate and bottom product as the process variables is manipulated.  

Time constant is to measure how quickly or how fast a system respond to the change 

of the input. Based on the time constant of the transfer function that obtained from 

the simulation, it can be observed that      had the largest time constant which is 

1.29 whereas     had the smallest time constant which is 073. This showed that the 

respond between the process inputs, reflux flow rate with the distillate composition 

was slower. As shown in step response figure above, the steepest slope means the 

faster the process response. Thus for the transfer function      which relates u1 with 

y1, the slope is the least steeper and take longer time to response. As the step input 

for the reflux flow rate changes, the system requires a longer time correspond.  

4.3 Model Validation 

Model validation is the most important steps in the model building sequence. Thus in 

this project model validation is used to determine the accuracy of the model by 

comparing the simulated model from System Identification Toolbox with the actual 

data from the experiment. Based from the comparison, the error is calculated to know 

how accurately the models to represent the system of the distillation column. Error is 

calculated as follows: 

     ( )  
                       

                 
       

It can be said that assuming the model is very accurate if the percentage of error is 

less than 10%. In order to do the model validation, the output is calculated by using 

the transfer function model obtained from the System Identification and using the 
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similar input with the experiment. Thus, the transfer functions need to be derived 

using Laplace Transform.  

The example of calculation of derivation is shown in the Appendix 7.3. Each of the 

transfer function is validated and tabulated as follows: 

4.3.1 Reflux Flow Rate 

Following is the model validation for G11 and G21 which the transfer function are 

describing relationship between the reflux flow rate and the acetone composition for 

top and bottom of distillation column. 

Table 4.3: Model validation for G11 

Time 

(min) Reflux flow rate Xd experiment Xd model Error (%) 

15 0.2 0.5485 0.3740 31.8146 

30 0.3 0.5802 0.5610 3.3092 

45 0.4 0.6055 0.5797 4.2609 

60 0.5 0.6207 0.5984 3.5927 

75 0.6 0.6561 0.6171 5.9442 

90 0.7 0.6858 0.6358 7.2908 

105 0.8 0.7133 0.6545 8.2434 

120 0.9 0.7384 0.6732 8.8299 

 

 

Figure 4.11: Comparison between the experiment and the model for G11 
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Table 4.4: Model validation for G21 

Time 

(min) Reflux flow rate Xb experiment  Xb model Error (%) 

15 0.2 0.6621 0.6200 6.3586 

30 0.3 0.5688 0.5704 -0.2813 

45 0.4 0.5611 0.5270 6.0773 

60 0.5 0.5501 0.5115 7.0169 

75 0.6 0.4735 0.4960 -4.7518 

90 0.7 0.4722 0.4650 1.5248 

105 0.8 0.4658 0.4495 3.4994 

120 0.9 0.4545 0.4340 4.5105 

 

 

Figure 4.12: Comparison between the experiment and the model for G21 

 

Based from the model validation, it can be seen that reflux flow rate error are mostly 

less than 10% which is smaller and the model for G11 and G21 are acceptable. 

However for G11, as seen in Figure 4.11, the first point of the step change has high 

error, which is at 32%, this probably because the distillation column has not yet 

achieved its steady state and disturbances occurred in the reading of the step input. In 

this case, it is better to do some repeating measurements to increases the accuracy of 

the model.  
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4.3.2 Steam Flow rate 

For the steam flow rate step input, the model represented this response are transfer 

function G12 and G22.  The model validation for G12 and G22 are as follows: 

Table 4.5: Model validation for G12 

Time 

(min) Steam flow rate Xd experiment Xd model Error (%) 

15 13 0.5485 0.5074 7.4932 

30 11.84 0.5802 0.5332 8.1007 

45 11.55 0.6055 0.5418 10.5202 

60 9.48 0.6207 0.5504 11.3259 

75 7.41 0.6561 0.5590 14.7996 

90 7.03 0.6858 0.5676 17.2353 

105 6.4 0.7133 0.5762 19.2205 

120 6.15 0.7384 0.6708 9.1549 

 

 

Figure 6.13: Comparison between the experiment and the model for G12 

 

 

 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 5 10 15

A
ce

to
n

e 
co

m
p

o
si

ti
o

n
,X

d
 

Steam flow rate 

Steam flow rate vs. Acetone 
composition,Xd 

Experiment

Model



39 
 

Table 4.6: Model validation for G22 

Time 

(min) Steam flow rate Xb experiment Xb model Error (%) 

15 13 0.6621 0.5832 11.9166 

30 11.84 0.5688 0.4800 15.6118 

45 11.55 0.5611 0.4795 14.5393 

60 9.48 0.5501 0.4778 13.1358 

75 7.41 0.4735 0.4320 8.7645 

90 7.03 0.4722 0.4080 13.5959 

105 6.4 0.4658 0.4294 7.8231 

120 6.15 0.4545 0.4246 6.5875 

 

 

Figure 4.14: Comparison between the experiment and the model for G22 

 

Based from the above model validation, the error between the experiment and model 
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4.4 Problems Encountered 

There are several problems encountered in conducting the experiment and 

simulation. These problems might affect the accuracy of the results for this project. 

Equipment setting 

The biggest challenge in conducting the step testing experiment is to attain the 

process’s steady state. It took more than 5 hours to ensure that the process is ready 

for doing the step change.  The temperature of each tray in the distillation column 

need to be stable to ensure that there is reflux. There are also some difficulties in 

controlling the steam flow rate and the level for the reflux tank is not matching 

between the distillation column and the Distribution Control System (DCS). It is 

observed that when the distillation column showed the reflux drum level is at its 

maximum but the level at the DCS is at 0 m. The distillation column need to undergo 

services to ensure that the parameter and data between DCS and distillation column 

is accurate and precise. Hence it is difficult to ensure that the data correlated as we 

need to frequently check on the distillation column itself and compared it with the 

data in the DCS manually. 

Other than that, the step input is not an easy way to measure a step response for a 

complex system since the pump and valve cannot be change instantaneously as it 

requires more amount of time for the system to stable. 

Parameter evaluations 

The parameter that I used in this model prediction showed the relation between 

reflux flow rate and the composition of the samples for bottom and distillate. The 

samples were taken once in 15 minutes for every step change. Due to the limited 

workforce, the total samples for each process variables were only 8 which were not 

correspond with the data from the DCS. Thus the numbers of data used for the 

simulation were very small and thus it affects the accuracy of the model predicted. 

During the simulation, I got the best fit data less than 80% which shown that the data 

of compositions that I gained from the experiment were not really good to represent 

the model. Thus I need to re-evaluate the parameter that I choose in doing the system 

identification as the compositions of samples is hardly measure as well as the 

equipment used to determine the composition was less precise.  
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CHAPTER 5 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

As conclusion, this project is important to develop knowledge and understanding on 

the advanced process control of the system. It also help student in familiarizing with 

the software as well as understand how the software works. This skill will be very 

helpful in the student’s future career. Identification process is a complex task which 

requires dealing in numerous interacting parameters. It is very important to do proper 

interpretations during the model building process and a depth understanding on the 

application should be gained in order to set up a good and precise model. The 

process control in the distillation column is essential for product optimization as well 

as prepared the system whenever any disturbances occur. System identification not 

only defines the relationship between input and output but also important in making 

critical decisions to improve the performances of the system. 

It is mentioned earlier there were some problems need to be encountered to ensure 

that an accurate result can be gained. The parameters need to be evaluated correctly 

so that it can precisely represent the pilot scale distillation column. As a 

recommendation, a future work need to be done to analyse the suitable interacting 

parameters to reflect the relationship between the reflux flow rate and steam flow 

rate with the composition. The other parameters such as temperature and pressure of 

the distillation column also can be used in relating the mathematical model. 

It can be said that this project is showing a good progress and expected result are 

obtained from the experiment and simulation conducted. It can be conclude that the 

model G11 and G21 can represent the acetone pilot plant distillation column well 

enough whereas for model of G12 and G22 require further improvement. The overall 

mathematical model to represent the acetone-isopropyl alcohol distillation column is 

obtained and can be used for further research study. The objective is achieved and it 

is hoped that this project will be beneficial to others.  
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5.2 Recommendations 

Obtain good measurement data 

The model will be a good model if more samples are taken for each step change as in 

the modelling the best and accurate configuration can be gained using a huge number 

of data. Estimating a model appropriately requires that the data collected excites the 

model in the frequency range of interest. Therefore, wider range of data will provide 

a higher accuracy model. For more reliable results, it is best to get more data sets 

since the data can be divided into two that are estimation and validation.  75% of data 

used for estimation whereas 25% of data is used for validation.  

Several improvisations can be done by comparing the step input by using HYSIS 

model with the actual model  or using other type of input signal design such as 

Pseudo binary Random Sequences (PRBS) and ramp input .Other than that, the 

refractometer is used in this project to measure the composition of the samples,  thus 

it is preferred if other methods such as  Gas Chromatography (GC), High 

Performance Liquid Chromatography (HPLC) or Spectrophotometer can be used 

since refractometer is not very accurate compared to other measurement method.  

Variables for System Identification 

In this project, the output variables used are composition of acetone at the top and 

bottom of distillation column. Concentration is the parameters which hardly to 

measure therefore other type of variables such as pressure and temperature can be 

used to describe the model very well. Further research need to be done to get the best 

parameters which can estimate the system perfectly. In addition, it is also good to 

estimate as many models as possible and this data can simulate into higher order 

transfer function if necessary to see the difference in terms of the error between 

experiment and model.  
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CHAPTER 7 

APPENDICES 

7.1 Gantt Chart 

Months May June July  August 

Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Experimental work (Reflux Flow Rate)                             

Experimental work (Steam Flow Rate)                             

Simulation work (Data validation)                             

Simulation work (System Identification)                             

Submission progress report                             

Consultation with supervisor for any changes in result                             

Project work continues (Changing parameter)                             

Pre-EDX                             

Submission Draft Report                             

Submission of Dissertation                             

Submission of Technical Paper                             

Oral Presentation                             

Submission of Final Report                             
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7.2 Distribution Control System (DCS) Results 

 

Appendix 7.2.1: Several data that has been recorded using DCS for the reflux flow rate step 

change 

 

 

Appendix 7.2.2: Several data that has been recorded using DCS for the steam flow rate step 

changes 
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7.3 Model Validation 

Example calculation: 

Derive transfer function into Laplace Transform for G11: 
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Where,   ( ) is the magnitude of step change for the reflux flow rate and for the first 

step change is: 
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Thus,  
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Deriving in the Laplace Transform: 
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Where t is the respective time at the step change is take place. Then by using this 

equation the model predictive top composition is estimated. 
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