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ABSTRACT

PID controller is one of the most robust and well-implemented controller in today’s
industry. The mature and stable performance of it had increased the usage of the PID
controller in multiple fields such as process control, robotic and chemical plants.
However, the advancement of technology has urged the industry to improve overall
process in term of its overshoot, rise time, settling and other domains. In this project,
Evolutionary algorithm (Particle Swarm Optimization) is implemented to optimize
the controller parameters in order to improve the system performance of the real
pressure plant. Simulation and experimental work are carried out side by side to prove
the feasibility of the PSO method. The results show that PSO had successfully
improved the overall system performance of the real pressure plant in term of
percentage overshoot, rise time. There is always a trade-off for the system
performance parameters (percentage overshoot, rise time and settling time) and it is

depending on the type of applications.
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CHAPTER 1
INTRODUCTION

1.1 Background Study

Control mechanism is undoubtedly important in our daily lives to yield the better
performance or to produce output of one system. The desired output of the system can
be obtained by implementing various kinds of controllers. Until now, Proportional-
Integral-Derivative (PID) controller remains its usability in the control engineering
fields because of the effective yet simple implementation features. This kind of
controller exhibits a good performance based on its mature implementation. Figure

1.1 shows the classic feedback loop diagram with PID controller.

Disturbance(s)

Controller Output

Set Poi Y
—»&)—» PID controller Process ® >

Process
Variable

Measured Variable (PV)
Sensor <

v
v

Figure 1.1: Classic feedback loop diagram with PID controller

Based on the figure 1.1, the PID controller plays the most important role to
ensure the optimal output for the overall system. PID controller consists of three main
parameters which are proportional, integral and derivative. By manipulating the
parameters values, the controller can be designed for different specification
applications. The outcome of the controller can be examined through the error
compared to the previous set point, overshoot percentage, system stability, decay ratio
and rise time. However, PID controller does not ensure the final output or system

converge to the optimal results. Hence, the PID controllers have been enhanced by
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some tuning techniques or algorithms in order to obtain the best output and adapt to
the dynamic control problems.

The conventional PID controller such as Ziegler Nicholas (Z-N) method
remains popular due to its simplicity yet this conventional tuning method yield a very
high overshoot value. The conventional tuning method has indeed successfully
improved the system performance. However, there are many optimization methods
have been introduced to polish the current techniques. Optimization methods refer to
the self tuning methods where program is developed to find the best solution. The
iterations are performed throughout the process until the best/optimal solution is
obtained. The latest search methods involved in the control engineering plant are
genetic algorithm [1], evolutionary algorithm [2], particle swarm optimization [3],

simulated annealing [4], and ant colony optimization [5].



1.2 Problem Statement

Based on the review given in Chapter 2, there are many shortcomings for the current
techniques that are used for tuning the controllers. They are:

1. The existing control techniques are widely used in the process plant control

to improve the output or to enhance the possible solutions in specified plant.

However, conventional tuning method does not yield good results for

system performance in term of percentage overshoot, rise time and settling.

2. Besides that, some of the methods are only done in simulation but not
proved by the experimental work. Furthermore, the worst scenario happened
when the running iterations converge to the wrong path and mislead to the

final solutions.

1.3 Objectives

Based on the problem encountered in section 1.2, there are several objectives or goals
for this project. There are:

1. To explore the existing algorithms which are particle swarm optimization
algorithm. This method will be deeply studied and the experiment will be
carried to find the optimal solution for the PID controller. The plants involved
for the experiment is pressure plant.

2. To implement evolutionary algorithm into the tuning work. The method will
be tested and the ultimate goal for the research is to obtain system
performance with lowest overshoot, settling time and rise time.

3. Both simulation and experimental work will be carried out to check the check

and validate the finalize results.



1.4 Scope of Study

The proposed solution of this research will focus on how to improve the system

performance in both simulation and real-time application.

1. The main scope of the project is applying evolutionary algorithm to obtain the
best tuning parameters. The evolutionary algorithms that are chosen for the
project is particle swarm optimization (PSO). The PSO program is designed to
yield the optimal controller parameters to improve the system performance of
PID controller.

2. The simulation work will be done first then after that the optimal solution
which obtained from the PSO program will be run in the real plant. After that,
comparison will be made between the conventional tuning method and

evolutionary algorithm, PSO.



CHAPTER 2

LITERATURE REVIEW

2.1 PID tuning

PID controller has been utilized in control engineering fields since 1940, and it is
approximately 90% of the control mechanism adopted this controller [6]. It is
believed that the PID controller could provide simplest yet effective results if
compared to manual handling and other types of controller. The idea of PID
controller has been implemented anywhere such as transportation, process plant,
production, and manufacturing. PID control is normally combined with different
function blocks, sequential function and logic. PID controller will react to the
disturbance of the process or the set points given to the system and corrective action
will take place in the valve in order to maintain the performance. PID controller can

be described in Equation (1):

_ 1% e+ dCV(D)
MV(t)_K{E(t)+TI_([E(t)dt To— } (1)

In the Equation (1), it is clearly shown that proportional gain, integral time and
derivative time will affect the opening or the movement of the control valve. Hence,
tuning is undoubtedly an important task in order to make sure the performance of the
system is always on top of it. Hence, different tuning method had been introduced
into PID tuning world for the past few decades. The conventional tuning method still
remains its popularity because of the simple implementation and some of them are
Ziegler Nicholas (Z-N) method [7], on-line tuning [8], and auto tuning methods [9].
Yet, these kinds of low order process tuning methods do not applicable to dynamics

control mechanisms because system will suffer from stability problem [10].



2.2 Related Work

Table 2.1 and table 2.2 show the convention and intelligent PID controller which

have been used few decades ago.

Table 2.1: Literature of Conventional PID Controller

No | Author Year | Title Method Application | Merits Demerits
Involved
1 A. A. Vodat 1995 | A Method For The Auto- Pl Auto calibration ZN has large
And I. D. Auto-calibration Of calibration PID perform better in | overshoot
Landau PID Controllers method term of overshoot
ZN and time
response
2 Jyh-cheng 2013 | A One-step Tuning One-step PID Obtains the PID Susceptible to
Jeng, Wan- Method For PID Tuning Controller settings directly uncertain process
ling Tseng Controllers with Method using the step
And Min-sen robustness response data of
Chiu Specification Using the process
Plant Step-response
data
3 Saeed 2013 | Optimal Tuning Of Proposed PID Proposed method | ZN has largest
Tavakoli and PID Controllers For Method Controller have the best overshoot, Cohen
Mahdi First Order ZN results among all | Coon methods
Tavakoli Plus Time Delay Cohen the methods have bigger
Models Using Coon ISE/IAE
Dimensional Analysis
Table 2.2: Literature of Intelligent PID Controller
No | Author Year | Title Method Application | Merits Demerits
Involved
1 Enzeng Dong, 2012 | A Neural Network-based Self tuning PID fast Complex
Shuxiang Guo, Self-tuning PID Controller | neural controller convergence network
Xichuan Lin, of anAutonomous network rate involved
Xiaogiong Li Underwater Vehicle
and Yunliang
Wang
2 B Vasu 2012 | Application of Neural Artificial PID Good Simulation
Murthy, Y V Networks in Process Neural controller disturbance results only
Pavan Control: Automatic/Online | Network - rejection up to
Tuning of PID Controller : +10%
Kumar,3U V. Gainsgfor +10% Intel!lgent
Ratna Kumari Disturbance Rejection predictors
3 Tao Ai, Jun-qi 2010 | Study on Neural Network Neural PID Improve control | -
Yu,Yan-feng Self-tuning PID Control network self | Controller accuracy and
Liu,Jiang Zhou forTemperature of Active tuning good adaption
Solar House Heating to the system
System




Table 2.1 and table 2.2 show the convention and intelligent PID controller which
have been used few decades ago. The stable and mature implementation of these
controllers had proven that its usability still remains popular and many industries are
still using these controllers in their operations. The Ziegler Nicholas tuning method
remains its usability at certain plant process but this method will lead to large
overshoot and undesirable damping ratio [7, 9]. While the on-line tuning method and
auto tuning method did improve the overall system but further modification and
refinement is needed to develop more sophiscated tuning strategy. In conjunction
with the tuning methods above, some researchers found that intelligent PID
controllers would be better because the existing PID controller is integrated with
intelligent control technology such as genetic algorithm (GA), fuzzy control and
neural network [11]. Fuzzy PID controller is proved that it can adapt well in nonlinear
complicated process under high uncertainty of noise and different parameters [11,
12].

Besides that, neural network PID controller is more practical and have a
robust result than the conventional PID controller [13]. Apart from that, author of
[14] utilize self tuning of PID controller with neural fuzzy to solve the problem arise
from solar housing heating system. The work proved that neural fuzzy self tuning
method is able to tackle the shock problem and it exhibited shorter adjustment time
with zero offset at steady state. [15] also implemented intelligent tuning method
(neural network) to maneuver autonomous underwater vehicle (AUV). Two layer of
neural network is used to control the parameters of PID controller while three layer
neural networks are used to identify the linear velocity of the AUV. Results showed
that the AUV is able to track different signal and can be controlled precisely with the

implementation of self tuning neural network method.

Apart from that, the drawback of the controllers cannot be ignored since most
of the industry is focusing on the accuracy, profit margin and the operation time.
Hence, there are some algorithms have been implemented recently in order to
produce robust and practical system especially when these algorithms could provide
optimal results than other normal tuning methods. These algorithms may refer to
artificial intelligence (Al) which exhibited by software that can provide maximum or
optimal results to one’s system. Table 2.3 shows the literature of artificial intelligence

or evolutionary algorithm of the pass research.



Table 2.3: Literature of the Artificial Intelligence/Evolutionary algorithm

No | Author Year | Title Method | Application Merits Demerits
involved
1 B.Nagaraj and 2010 | A comparative GA PID All algorithm Algorithms
Dr.N.Murugananth study of PID EP controller perform better cannot
controller tuning PSO than guarantee the
using GA, EP, ACO conventional convergence of
PSO and ACO PID controller the final
solution
2 MohammadSadegh 2011 | Optimal Pid PSO PID PSO use less -
Rahimian and Controller Design GA controller- number of
Kaamran For Avr System automatic iterations to
Raahemifar Using Particle voltage achieve final
Swarm regulator optimal results.
Optimization
Algorithm
3 Rushil Raghavjee 2012 | A Comparison of GP School GP yield better Take time to
and Nelishia Pillay Genetic GA Timetabling result and scale evolve a
Algorithms and Problem program
Genetic
Programming in
Solving the School
Timetabling
Problem
4 Suraj Sharma 2014 | Soft-sensor GP Soft sensor GP yield most -
Sanjeev S. Tambe Development for MLP accurate result
Biochemical SVR and
Systems using generalization
Genetic capability
Programming

In [16], results proved that PSO and GA methods surpass other tuning
methods such as Z-N method, EP and ACO in term of its settling time, rise time and
overshoot. This has clearly stated that using algorithms in PID problem could yield

better result than conventional PID controller as well as intelligent PID controller.

Furthermore, genetic algorithm (GA) is a metaheuristic /heuristics method
used to optimize the search problems. This algorithm uses mutation, crossover, and
reproduction to achieve the optimal results but it requires control theory to have
proper initial control values [16, 17]. Another type of optimization method in PID
control field is particle swarm optimization (PSO). The method could solve almost all
the non linear optimization problem but the output may easily fall into local minima
[18]. Besides that, this method requires less time than others and it can be applied to
any PID parameters control by simply change some of the constraints [19]. Moreover,
genetic programming is another type of evolutionary algorithms use to find a
computer program that can perform the ordered tasks. This method requires zero
knowledge on control theory and it can evolve any kind of structure to solve the
problems [17].




2.3 Discussion

Table 2.4 shows the literature or the related work of the Particle Swarm Optimization.

Table 2.4: Literature of the Particle Swarm Optimization

No | Type of | Author Year | Title Merits Demerits
application
1 Process Zhangjun, Zhang 2011 | A Particle Swarm Optimization | Good convergence -
Plant Kanyu Approach for Optimal Design result and precise
of PID Controller for computation
Temperature Control in HVAC
2 Mohd Sharig Khan, 2011 | Automated Optimization of Gradient free Time
Yuli Amalia Husnil, Process Plant Using Particle method consuming
Yong Soo Kwon, and Swarm Optimization
Moonyong Lee
3 Other Wei Tao and Zhang 2008 | Active Queue Management Adapt to dynamic -
Application Shun Yi Based on Particle Swarm network, and
Optimization PID Algorithm minimize the queue
error
4 Sebnem Demirkol 2011 | AParticle Swarm Optimization | Solve real line -
Akyol and G. Mirac Algorithm for Maximizing balancing (non-
Bayhan Production Rate and Workload linear) problem
Smoothness
5 Luis Rodriguez- 2013 | Particle Swarm Optimization Able to obtain -
Garcia, Sandra Pérez- applied in Power System sufficient estimation
Londofio and Juan Measurement-Based Load of parameters
Mora-Flérez Modeling
6 Makoto Tokuda and 2010 | A Data-Driven Modeling Accurate modeling -
TOfU Yamamoto Method Using Particle Swarm
Optimization

Among all the tuning methods, particle swarm optimization is chosen as the tuning
method in this research. [19] compared two optimization algorithm which are PSO
and GA and found that PSO was able to achieve final optimal results with less
iterations. Besides that, the author claimed that PSO is able to apply in other fields if
some changes made to the basic parameter and constraints. In [3], PSO is used to
optimize the process plant under the process simulator (Hysys), and it showed that
PSO is able to predict the optimum value by ignoring the gradient problem yet it is
time consuming in objective function. Apart from that, [20] has proposed PSO to
maximize the production rate and workload smoothness in the industry applications.
The results showed that PSO is able to solve the line balancing problem with

minimum iteration times.

Table 2.4 provides the literature for particle swarm optimization for the
previous work and it is divided into process plant and other application. [3] and [21]
described the related work PSO algorithm in process plant. These two papers
provides encouraging outcome where [21] had proven that PSO give a better

convergence results and it is able perform computation precisely. Besides that, [20,



22-24] are the literature for other application apart from process plant. This showed
that PSO not only utilize in solving PID controller problems, it does use to resolve
other real life problem such as line balancing, data driven modeling, production rate
and other domains. The related work for particle swarm optimization had proved that
PSO is able to solve the real plant problem and it does yield the better performance in
solving any kind of problem. Hence, this evolutionary algorithm will be used to

investigate the improvement or performance toward the targeted plant in this project.
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CHAPTER 3

Methodology

3.1 Project methodology

After reviewing some EA method, particle swarm optimization is chosen as the
research focus point. The project can be divided into two parts which are real plant
experiment and simulation. The experimental work is done in the laboratory of
control system while the simulation can be run in the MATLAB program. For the
experimental work, it can be divided into two parts which are conventional tuning
method (Cohen Coon) and PSO, while simulation work is also divided into two parts

which are conventional tuning method (CC) and PSO.

The software used in the project is MATLAB while the real process plant
(pressure) will be used to run the experiment. The final result of the simulation and
plant will be compared in order to have more convincing result. The process of the
research is shown in Figure 3.1. The Gantt chart and the key milestone of the project
are shown in Appendix A.

Literature Review

System Identification & System Modeling

Development of Algorithm (Simulation)

Experimental Implementation

Comparative Analysis

Documentation

Figure 3.1: Process of the research for Final Year Project
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3.2 System ldentification and System Modeling

The chosen plant for the project is the pressure plant as shown in figure 3.2.

oot 1 .
50 o o % (BIc\
a3/
o
povay R/
Cooling b‘
Vessel /T i@
vea o RO a\ay
T =
f2s3 Jaeec
é% ] =
i Osp povzl  HalL | N HV200 Prom Process
) A Supply Source

Figure 3.2: Schematic Diagram of Pressure Plant
System identification is the first process and it is the most important part of the
project. System identification and system modeling are used to conceptualize and
structure the system of its input-output data in a unique way. Open loop test is
performed in order to obtain an input-output curve from the process. The open loop
test is carried by adjusting the controller to manual mode. After obtaining the PRC,
the modeling method will be used to extract the data and the method used is empirical

modeling. The calculation of the empirical modeling is shown in figure 3.3.

45

Process reaction curve - Method I (2

S = maximum slope ,

35 11

K,=A/d
T=AlS

8 = shown in figure

25

~
-1

15

: | .

- o

T

0 10 20 30 40
time (min)
Data is plotted in deviation variables

input variable in deviation (% open)
output variable in deviation (K)

Figure 3.3: Empirical modeling (Method 1)
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3.3 Development of Algorithm (Simulation)

There are two main parts for the algorithm or the program in this project. The first
program is used to checking the system performance of the PID controllers, while the
second program is the PSO program which used to optimize the controller parameter.
The first program is designed to measure the percentage overshoot, rise time and

settling time of the controllers and it is shown in figure 3.4.

s tf('s");

G = exp(-0*s)* (Ky,/ (t*s+1)) ;
C pid(kp,ki,kd);

Tcl = feedback (G*C,1) ;
Tndl = pade (Tcl,1);
t=0:0.01:100;,

step (Tndl,t);,
S = stepinfo(Tcl, 'RiseTimeLimits', [0,0.9])

Figure 3.4: System Performance Program

The ‘pid’ function is the existing function of the MATLAB software, the
value of proportional, integral and derivative are directly inserted into it and the
program can be used to calculate the system performance. ‘Step’ function is used to
perform the step change and ‘stepinfo’ will provide the details of the system response
such as overshoot, undershoot, settling time and rise time. The ‘feedback’ function
will automatically provide the feedback formula to the equation and the sensor in the
program above is set to be 1 which called unity sensor.

Lastly, the ‘pade’ function is the Padé approximation and the degree of the
approximation is the one which indicates the approximation will provide first order
formula. The first order with dead time formula obtained from the process reaction
curve is simplified by using Padé approximation [25] and the approximation formula

is shown is Equation (2).

e% = —% @)

1+ES

By changing the exponential term into linear term, the characteristics of the overall
transfer function will alter but conclusively it does simplified the calculation and it

does cater for PSO programming.
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The second program that is used in the project is PSO program. There are two
parts for the PSO program which are the main program and the SIMULINK. The
main program is used to compute the calculation of positions and velocities of the
particles and the details of the main program will be discussed in section 3.5.
Learning factors (cognitive weight, c1 and social weight, c2) and number of particles,
n are the important parameters that decide the final solution of the program. Hence,

the program will be tested with different combination of these parameters.

Besides that, SIMULINK is designed to compute the iteration of closed-loop
system as shown in figure 3.5. For the PSO program, process equation is the only
information that is needed from the real pressure in order to optimize the final

controller parameters and it is shown in section 3.4.

Controller
T —p» FID ——Pu y .,l |
Step
Plant & Actuator Scope
Out 1

Figure 3.5: SIMULINK Diagram of PSO
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3.4 Experimental Implementation

3.4.1 Conventional Tuning Method

Firstly, the experimental work is carried out on the interested plants which are
pressure plant in order to obtain process reaction curve. The reaction curve can be
obtained from the plant by manually operating the system which performing the open
loop test. After obtaining the PRC, the useful parameters such as steady state gain
(K,), time constant (7) and dead time (@) can be extracted from it. The first order with
dead time formula is used to illustrate the result from the PRC graph and it is
illustrated in Equation (3):

-0s
Kpe

Gp (s) = (3)

7s+1

The controller transfer function can be found with FODT formula by using different
tuning method such as Ziegler Nicholas, Ciancone and Cohen Coon and it is shown in
Equation (4):

G(s) = Ky + =2+ Kgs 4)
In this project, Cohen Coon tuning method is chosen to calculate the parameters
(Ky, K;, K4) of the controller of the plant. The formula of Cohen Coon tuning method
can be found in Appendix B. After obtaining the different controller parameters (P, Pl
and PID), the system performance is checked by inserting the P, I and D values into
the real system. The system response curve is recorded and further analysis is done on

the response curve.

34.2 PSO

Experimental work of evolutionary algorithm will be performed after the PSO
program vyield the optimal solution. The PSO program will give optimal solution
when the stopping criterion is achieved and the values of controller parameter are put
back into the real system to carry out the performance test. The response curve will be
recorded and comparison will be made between conventional tuning method and

evolutionary algorithm.
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3.5 Particle Swarm Optimization (PSO)

3.5.1 Principle of PSO

Particle swarm optimization (PSO) algorithm is developed by James Kennedy
& Russell Eberhart in 1995 and it is inspired by the behavior of fishes and flock of
birds. This algorithm has similar concept with genetic algorithm but it converge faster
and PSO requires less parameter to tune the controller parameters. Besides that, PSO
has the advantage of finding solution in large search space by investigating through
position and velocity of the swarm (particles). The PSO equation is represent in
Equation (5, 6)

Sik+l :Sik + Vik+1 (5)
Vit = w*ViK +c«rands( )* (pbesti-si) + co*rands( )*(gbest-si¥) (6)
Where Vi : velocity of agenti at iteration k,

w: inertia weight,

¢j : learning factor,

rand : uniformly distributed random number between 0 and 1,
si: current position of agent i at iteration k,

pbest; : pbest of agent i,

gbest: gbest of the group.

There are few important parameters in particle swarm optimization tuning
process which are learning factor (c1 and c2), inertia weight (w) and number of

particles involved. The path taken for a particle is described in figure 3.6.

Gbest

Inertia

Figure 3.6: Pathway Description of Particles Velocity
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The cognitive factor, c1 which is also known as learning factor is the parameter that
influences the swarm velocity toward the local best position. While the social factor,
c2, is the factor that affect the particles towards the global best position. The range of
cognitive weight and social weight is bounded between 0 and 4. If the selected value
is too large, the particles may fly over the convergence range and bound outside the
range, and if the selected value is too small, it takes times to find the optimal local

particles position.

Besides that, inertia weight is considered as an important factor that will
influence the convergence rate of PSO’s program. It is used to adjust the outcome of
the previous velocities on the subsequent velocities. Inertia weight is first introduced
in 1998 by Shi and Eberhart [26]. The inertia will affect the convergence rate or in
other word, larger value of w will give thorough global search while small value of w
will provide good local exploration. In this project, we fix the value of inertia weight
to maximum of 0.9 as proved in [19] and [27]. Lastly, number of particles, n will
influence the search ability by given the same size of space and large number of

particles will definitely give a better and stable optimal solutions.
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3.5.2 PSO algorithm

There are several steps in this algorithm as shown in Figure 3.7.

Start

Initialization of

/

Swarm with randomly varying position and

Fitness evaluation

Termination

criteria Sto\r[
Up_date Refinement
velocity and Present better active set
position than Pbest
4 No ‘ Yes \L
¢ l
p Present better |« Pbest - present
No than Gbest
VYes
Ghbest - present

Figure 3.7: Flow chart of Particle Swarm Optimization algorithm

18




The flow chart of the PSO algorithm is shown in figure 3.7 and each step is

clearly described as below.

1.

Population (particles) initialization with stochastic position and velocities
within the search space.

Each particle in the swarm is evaluated with the desired fitness function.

Local best particle (Pbest) is compared with the current particles, if the current
particle is better than the Pbest, then current particles will be the Pbest and its
location refers to the current location in the d-dimensional space.

Compare the fitness with the overall previous best particles. If the current is
better than the previous particles, then latest array index and value will be the
current particle.

Manipulate the position and velocities of the particles according to the
Equation (5,6):

Perform the step 2 until step 5 until the terminal criterion is achieved and the

output will be the optimal solution for the controller parameter.

3.6 System Performance

After completing the experimental work and simulation, the results are

tabulated into table form and further analysis will be made to compare the system

performance of the different tuning method. The parameters that are interested for the

system performance are percentage overshoot, rise time and settling.
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CHAPTER 4

RESULTS AND DISCUSSION

4.1 Experimental Work

4.1.1 System ldentification

Figure 4.1 show the process reaction curve of pressure plant and it is obtained

through open loop test (without controller).

Figure 4.1: Process Reaction Curve (PRC) of Pressure Plant
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5 open loop experiments are carried out in order to obtain the average result and
increase the accuracy of the outcome. The process reaction curve is basically the
reaction of the process plant when the step change is applied to the process. The curve
of the process can be used to calculate steady state process gain (K,), apparent time
constant (z), and dead time (8). Method 1 of empirical modeling is used to extract the
data from the process reaction curve and the detail of the method is shown in figure
3.3. The result is tabulated into table 4.1.

Table 4.1: Results of Process Reaction Curve (Method 1)

Measurement Value
Change in perturbation / MV, c 0.2
Change in output / PV, A 0.82
Maximum slope, S 0.015185
Calculations Value
Steady State Process Gain, Kp =A /o 4.1
Apparent time constant, t = A/ S 54 seconds
0 =0.63A — 1 3 seconds
R g 0.055555

After obtaining the overall results of the PRC, completed first order with dead time
formula can be obtained by applying the formula, the FODT formula of the pressure

plant is shown in Equation (7).

Kpe™9S 41735

Gp (s) = = (7)

Ts+1 54s5+1

This is the estimated process formula and it will be further used during the simulation
process in MATLAB.
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4.1.2 Performance of different Controllers

The value of steady state process gain, apparent time constant and dead time is used
to calculate the controller parameter which are proportional, integral and derivative
values. Cohen Coon tuning method (conventional) is used to test the system
performance and CC open loop Correlations table is shown in Appendix B. Three
controllers are used to compare the performance and the value of tuning parameters is

recorded in table 4.2.

Table 4.2: PID controller Parameter for Pressure Plant

Tuning Parameters: P-only Pl PID
Proportional Gain, K. 4.47 3.97 5.91
Integral Time, T, - 8.95 7.21

(minutes/repeat)

Derivative Time, Tp - - 1.08
(minutes/repeat)

Step change is applied to the system to observe the system performance and the
system response graphs are shown in the figure 4.2-4.4.
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Figure 4.2: System Response Curve for P Controller
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Based on the system response curve for P, Pl and PID controller, the results are

tabulated into table 4.3 to compare the system performance.

Table 4.3: System Performance of Three Different Controllers

Tuning Parameters: P-only Pl PID
Overshoot, % - 50 62
Rise time, min - 0.92 0.88

Settling time, min 6 9 7

Based on the results of system performance in table 4.3, we can conclude PID
controller is the best controller because it exhibits the lowest overshoot, and fastest.
Both of the Pl and PID controller do not converge but PID controller have better
performance in settling time because the valve opening is smaller and it has smaller
range oscillation at the set point. P controller is neglected because it does not reach
steady state as integral mode has not been applied in this controller, which means
steady state error existed at the end of reaction. Hence, PID controller is proved to be
the best controller and the focus point of the project will be PID controller instead of
using P or PI controller. Besides that, the PID value (5.91, 7.21 and 1.08) from the
conventional Cohen Coon method will be used to compare the system performance of
PSO method in section 4.3.
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4.2 Simulation Work

PSO program is designed to optimize the controller parameters of the pressure plant.

The program itself will generate different values of final results based on the
parameters inserted in the program. The main parameters that will influence the
outcome are cognitive weight (cl), social weight (c2) and number of particles ()
involved. In the project, some combination has been tested in order to find the best

value of controllers’ parameters.

4.2.1 The Effect of Varying the ‘Number of Particles, n’

In order to investigate the effect of each parameters towards the values of
controllers, first of all learning factor are kept constant at 2 while number of particles,

n is varied with four different values as shown in table 4.4-4.7.

Table 4.4: Controllers Parameters with n values of 10

n=10, c1=c2=2
Kp 5.39 5.80 | 14.01 390 | 11.61 | 17.23 7.48 7.51 2.92 8.61
Ki 0.73 0.90 0.38 0.34 0.47 0.40 0.38 0.39 0.43 0.44
Kd 5.60 | 29.15| 15.10 | 10.58 | 32.86 | 64.43 | 21.29 | 10.17 2.40 | 10.98

Table 4.5: Controllers Parameters with n values of 20

n=20, cl=c2=2
Kp 4.54 6.57 6.82 6.64 5.6 4.6 5.94 7.06 5.62 6.27
Ki 0.79 0.53 0.81 0.54 0.47 0.39 0.35 0.46 0.64 0.36
Kd 10.31 7.81 | 15.71 6.78 7.65 7.34 7.22 8.29 5.75 | 11.86

Table 4.6: Controllers Parameters with n values of 30

n=30, c1=c2=2
Kp 6.54| 488 | 497| 665| 435| 483| 497| 535| 533| 5.77
Ki 063 060| 059| 066| 080| 048| 063| 031| 054 | 0.55
Kd 6.66 | 7.29| 846 | 848 | 4.07| 743| 450| 6.42| 9.10| 5.05

Table 4.7: Controllers Parameters with n values of 50

n=50, c1=c2=2
Kp 5.53 5.77 5.23 5.57 7.45 6.33 6.40 5.20 5.76 6.76
Ki 0.50 0.55 0.87 0.66 0.61 0.49 0.64 0.63 0.60 0.59
Kd 6.96 5.70 8.20 9.94 8.23 8.14 7.71 6.48 8.97 | 11.62
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The range of each controller parameters is plotted into graph in figure 4.5-4.7 to
investigate how the number of particles influences the output of the controller
parameters.
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Based on the graph from the figure 4.5-4.7, we can conclude that when the number of
particles, n involved in the swarm increased, the outcome will be more stable and the
range of the final optimal value will converge to specified local point. Besides that,
larger number of particles will yield better results and it has higher chance to get the
best optimal results. From the figure 4.5-4.7, we can deduce that P, |1 and D value
become stable and constant within certain range when the number of particles more
than 30. However, increasing number of particles will increase the computational
time and the average computational time for the simulation above is tabulated in the
table 4.8.

Table 4.8: Simulation Time for Different Number of Particles

n 10 20 30 50
Computational 0.83 1.75 2.67 7.58
time, min

From the table 4.8, the simulation time for number of particles from 10-30 is
considered shorter and faster. Yet, computational time for n=50 took 7.58 min to
compute the final optimal solution. Hence, the ideal and optimum value for the
number of particles is set to be 30 because it can yield stable results and it does not
take long time to compute. So, 30 particles will be used in other combinations for the

simulation program.
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4.2.2 The Effect of Varying the ‘Learning Factors (c1 and c2)’

By knowing the suitable number of particles (n=30), we can tune the PSO program by
changing or varying the cognitive weight, c1 and social weight, c2 in order to find the
final optimal value. Some of the combinations have tried to compute the final results
and the results are shown in table 4.9-4.14.

Table 4.9: Learning factor (c1=c2=1) against PID value

n=30, c1=c2=1
Kp 6.54 | 4.25| 519| 409| 506 | 531 550 | 5.73| 4.87| 4.23
Ki 049| 031 044)| 044 033| 0.48 0.39| 0.40| 0.40| 0.63
Kd 844 | 499 | 4.83 7.62 | 475 | 5.77 591| 594 | 6.70| 6.80

Table 4.10: Learning factor (c1=c2=1.5) against PID value

n=30, c1=c2=1.5
Kp 454 | 6.58| 467 | 4.77| 4.62| 4.43 555| 5.06| 497 | 4.88
Ki 045| 034 031| 0.34| 051 0.58 0.82| 032| 059 0.72
Kd 433 | 6.77| 562 3.70| 7.01| 5.55 560 | 582 | 553 | 4.64

Table 4.11: Learning factor (c1=1, c2=2) against PID value

n=30, c1=1, c2=2
Kp 542 | 551| 535| 6.12| 480| 521 | 510| 557 | 4.88| 480 |52.74
Ki 069 | 041 | 040| 046 | 033| 065| 0.62| 0.34| 035| 043 | 4.67
Kd 6.88 | 6.68 | 5.28|10.28 | 5.81|10.03 | 8.24| 561 | 529 | 4.22 | 68.30

Table 4.12: Learning factor (c1=1.8, c2=2) against PID value

n=30, c1=1.8, c2=2
Kp 4.16 486 | 591 | 491 | 554 | 597 | 552 | 465| 539 | 452
Ki 0.37 0.61| 050| 0.28| 0.44| 086 | 052 | 052 | 0.29| 0.43
Kd 4.48 7.11| 364| 561 | 467 | 396| 686| 651 | 6.14| 9.37

Table 4.13: Learning factor (c1=2.2, c2=2) against PID value

n=30, c1=2.2, c2=2
Kp 5.16 | 5.28 | 584 | 559| 5.43| 5098 5.88 | 444 | 4.48 | 4.44
Ki 0.38 | 0.37| 041 0.53 | 0.48| 043 059 | 030| 0.26 | 0.30
Kd 6.15| 742 | 3.02| 1015 7.78| 9.61| 1260 | 546 | 574 | 5.46

Table 4.14: Learning factor (c1=2, c2=2) against PID value

n=30, cl=c2=2
Kp 6.54 6.24 | 6.03 6.07 | 5.06 | 531 5.5 5.73 6.23 6.37
Ki 0.49 039 | 0.39 | 0.38 | 0.33 | 048 | 0.39 0.4 0.47 0.4
Kd 8.44 8.46 | 868 | 7.63 | 475 577 | 591 | 594 | 841 9.05
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Based on the table 4.9-4.14, the average value of each combination is plotted into
table 4.15.

Table 4.15: Average Value of Controllers Parameter

for Different Learning Factor

Learning Factor

cl c2 cl c2 cl c2 cl c2 cl c2 cl c2

1 1 1.5 | 15 1 2 1.8 2 2.2 2 2 2

Kp 5.077 5.01 5.27 5.14 5.25 5.91
Ki 11.78 10.05 11.29 10.67 12.97 14.34
Kd 1.22 1.09 1.30 1.13 1.40 1.24

After obtaining the average value of the each combination, the graphs are plotted for
every simulated value as shown in table 4.15. The system response graph is shown in
the figure 4.8-4.13.
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Figure 4.13: System Response for PID Controller (c1=2, c2=2)

By performing the step perturbation to the system, system response is obtained as
shown in figure 4.8-4.13. The system performance of every set of experiment is

tabulated in table 4.16.
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Table 4.16: System Performance of Each Set of Experiment

Learning Factor

cl c2 cl c2 cl c2 cl c2 cl c2 cl c2

1 1 15| 15 1 2 1.8 2 2.2 2 2 2

0S,% 60 64 42 40 36 34
Tr,min 0.95 0.98 0.83 0.87 0.82 0.83
Ts,min 9 9 8.67 8.5 8.9 8.75

Based on the table 4.16, some of the combinations such as (c1=1.8 and c2=2, c1=2.2
and c2=2, and c1=2 and c2=2) did improve the system performance if compared to
the conventional tuning method. However, since the optimization problem is giving
random number for each simulation, average value may not be the best optimal
solution however it is still good if compared to conventional tuning method. This
indicates that individual set of P, I, and D values may perform better than average
value yet the value still within the tolerance range (+5%) of average value. Hence,
some of the values within the tolerance range are used to perform the test and finally
one set value (optimal solution) is proved to be the best solution for the pressure plant
and it is shown in section 4.3. To conclude, we can deduce that learning factors (cl1
and c2) of 2 could provide the optimal solution for the controller parameters. [19] and
[27] used value of 2 for their learning factor and it did provide the optimal solution
for their application. Hence, learning factor of 2 is chose to be the best value in this

project.
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4.3 Comparison of Simulation and Experimental results

The finalize value of the PSO and CC method is shown in table 4.17.

Table 4.17: Controller Parameters for Cohen Coon and PSO method

Cohen Coon | PSO (c1=c2=2, n=30)
Kp 5.91 6.23
Ki 7.21 13.26
Kd 1.08 1.35

By getting the final value of the both methods, system performance is tested in both

simulation and real pressure plant. The system response of the optimal solution from

PSO program is shown in figure 4.14.
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Figure 4.14: System Performance of best PSO-PID value

The best optimal value from individual set of experiment is 6.23, 13.26 and 1.35 for
P, I and D value respectively. The response curve is shown in figure 4.14. Besides

that, system response for CC method is shown in figure 4.15.
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Figure 4.15: System response for Cohen Coon method

Apart from the experimental results, simulation is done to observe the system
performance of both methods and it is used to compare the final results with the

experimental work. The simulation graph for CC and PSO is shown in figure 4.16.
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Figure 4.16: System Response of CC and PSO method
After getting the result of simulation (figure 4.16) and experimental work (figure 4.14
and 4.15) for CC and PSO method respectively, the system performance of these two

methods will be further analyzed and comparison is done in table 4.18.
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Table 4.18: Comparison between CC and PSO

% OS Tr, min Ts, min
Simulation Cohen Coon 39.565 0.0441 0.228
PSO 13.266 0.0313 0.261
Experiment Cohen Coon 62 0.88 7
PSO 36 0.78 8.25
% Improved Simulation 66.47 29.02 - 14.47
Experiment 41.94 11.36 -17.86

Based on the table 4.18, we can conclude that PSO did improve the overall system
performance in term of percentage overshoot and rise time. However, PSO did not
improve the settling time if compared to CC method, because there is a trade-off
between the overshoot and rise time with the settling time. The total percentage
improved for overshoot and rise time is 41.94% and 11.36% respectively while the
percentage improved for settling time is -17.86%. Hence, we can deduce that the
system performance of pressure plant had been improved by using PSO algorithm
even if the settling time has not been improved. Moreover, the settling time of the
system may achieve positive figure if we manipulate the percentage overshoot and
rise time. There is a trade-off for the system for which dominant parameters have to
be followed. If the settling time is the minor criteria or the influential factor, the
output from the experiment is suitable for the application. However, we can
manipulate the rise time and percentage overshoot in order to utilize the PSO program
in another type of plant.

Apart from that, the simulation and experimental results did show the same
final performance in term of the improvement; however the final results of both
methods did not show the same figures. This is because some approximation is used
when extracting the data from the real plant, and therefore the simulation may yield
different results from the real plant. To conclude, PSO can generate better controller
parameters and exhibit better system performance if compared with conventional

tuning methods.
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CHAPTER 5

CONCLUSION AND RECOMMENDATIONS

5.1 Conclusion

The PSO program has been extensively studied and investigated in this project and
results showed that PSO did improve the overall system performance of the pressure
plant. Besides that, PSO method is tested with different combination of tuning
parameters (c1, c2 and n) and it is successfully improved the system performance in
term of rise time and percentage overshoot. However, PSO program did not improve
the settling time for the pressure plant, but it can be improved if we manipulate the
value of rise time and percentage overshoot. To conclude, there is a trade-off for
percentage overshoot, rise time and settling time, and it is depending on the type of
the real applications. Moreover, the computational time of the PSO program is
optimal and it took 2.67 min to generate final values. Apart from that, only process
equation is needed from the user in order to perform the simulation work and it is
convenient to be used since not much knowledge of the plant is needed. Lastly, the
program only has few parameters to be tuned and the range of the tuned parameters is

small.
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5.2 Recommendations

The simulation and experimental work that was carried out in this project produced
good results. However, it could be improved further by carrying out additional work.
Some of the suggestions are as the following:
e More combination of PSO parameters can be tested out in order to find the
suitable tuning value for each type of application.
e Use another type of modeling method in order to get the most accurate
process equation from the real plant.
e PSO program can be embedded inside distributed control system (DCS) in
order to perform on-line PID tuning.
e PSO program can be implemented to test on other plants such as temperature

plant and level plant.

5.3 Concluding Remarks

The project is carried out by simulation and experimental work to prove the reliability
of the PSO method. This way of running experiment can prove the feasibility of
specified methods and the evolutionary method can be further used in any other

application if the process plants share the same characteristics.
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APPENDICES

Appendix A

Table A-1: Timeline for FYP |

No. | Details/ Week FYP1
1(2(3(4(5(6|7|8 10|11 /12 13|14
1 Literature Review
2 Plan the flow of the
experiment
3 Get the process reaction
curve for each plant
4 Obtain overall transfer
function
4 Run the performance
test of each plant
5 Proposal Defense
7 Run the simulation for
PID controller
9 Compare the result for
both plant and
experiment
[ ] Process

B Key Milestone
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Table A-2: Timeline for FYP 11

No. | Details/ Week FYP I
112(3]|4|5 891011 12|13 (14|15
1 Development  of
Algorithm
2 Simulation /
Experimental
Implementation
3 Comparative
analysis
4 Progress Report
5 Pre-sedex
6 Dissertartion
7 Project Viva

|:| Process

B Kev Milestone

41




Appendix B
Table B-1: Cohen-Coon Closed Loop Correlations table

Control Modes Parameters

P only Ke = L 1+E
RK, 3

K.o=| -+ [2 R
“ |RK, \10 12

P+l
_ 5 (30+3R)
' T (9+20R)
o=l [
RK, \3 4
P+1+D T :9(32+6R)
' 7 (13+8R)
T4
11+ 2R)
[ L [5.R
RK, \4 6
P+D
TI=9(6—2R)
(22+3R)
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