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ABSTRACT 

 

 

Rate of penetration (ROP) is a master parameter which has direct effect on drilling 

cost. So, this project is aimed to optimize drilling parameters and predict optimum rate 

of penetration (ROP). 

Utilizing Group Method of Data Handling techniques (GMDH) for modeling and 

prediction, choosing GMDH particularly, because of it is capability to find the 

nonlinear relationship between drilling parameters and drilling rate of penetration. The 

previous models which provided some of it in the literature, has limitation to meet the 

required accuracy.  

At the first stage, Drilling Simulator had been used in order to optimize the parameters. 

After interning the all parameters needed in drilling simulator, start optimizing 

penetration rate by optimizing weight on bit (WOB) and  rotary speed (N) which they 

have good effect on ROP. The result of the optimization of ROP had been proved by 

take one well as example and calculate the saved percentage of total drilling operation 

cost which was 13.69% this reduction result for cost of drilling operation only. 

Then the second stage GMDH had been utilized to predict the optimum ROP using the 

optimized parameter after first stage. The model was developed by a total of 504 data 

sets. By the ratio of 2:1:1 the data was divided to training, cross validation and testing 

sets. Trend analysis as well as graphical and statistical tools had been utilized to make 

sure the correction of the model.   
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CHAPTER (1) 

INTRODUCTION 

 

 

1.1 Background: 

In Oil and Gas industry all considerations are focusing on the profit, which indicates 

reduction in expenditure. Drilling is the highest cost amongst all the phases in oil and 

gas industry, so all researchers in the drilling filed are working to optimize various 

parameters which can affect drilling cost. Rate of penetration (ROP) play as the master 

parameter, which has direct effect in drilling cost, therefore all models are utilized to 

predict the optimum rate of penetration (ROP). There are too many parameters 

affecting penetration rate such as weight on bit (WOB) and floundering phenomena, 

drilling rotation speed (N), mud rheology, hole cleaning, formation hardness and 

differential pressure. So, it is complicated to get logical connection among all these 

parameters to assist an appropriate rate of penetration (ROP). To recognize the 

complex connection between these variables Group Method of Data Handling 

(GMDH) is the best choice as all researcher agreed with it.  

Osman & Abdel-Aal (2002) say that Group Method of Data Handling techniques 

(GMDH) is an inductive modeling method built on the principles of self-organization. 

This modeling approach has been used widely in many areas such as medical 

diagnostics, weather modeling, marketing and environment systems.  

In last 35 years, GMDH is developing as a method of inductive modeling and 

forecasting of complex systems (Godefroy et al, 2012). Therefore, GMDH modeling 

approach has been proposed as an alternative modeling tool to predict and propose 

new correlations, which can minimize the limitations of the existing correlations. 

Partial models are the various component subset of base function in GMDH technique. 

Using least squares method to calculate the known coefficients. Self-organization is a 

gradually increase the number of partial model component to come out with model 

structure with optimal complexity indicated by minimum value of an external criterion.  
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. In literature, there are several models to appreciate rate of penetration (ROP) such as 

Bingham Model, Modified Warren Model, Young Model and Bourgoyne. All these 

models used to estimate and predict appreciated (ROP). The purpose of this project to 

model and predict the drilling rate of penetration and optimize drilling parameters 

using (GMDH). 

1.2 Problem Statement: 

• Drilling operation is one of the costly operation in Oil and Gas industry, rate 

of penetration (ROP) has a direct effect on cost reduction of drilling operation. 

However, because of the complicated relationship between the ROP and other 

parameters (Nonlinear relationship), the previous models available in literature 

have high limitation to provide the required accuracy. 

• GMDH recognized by it is capability to discover the nonlinear relationship 

between the input parameters. 

1.3 Objective: 

 Developing a model for using real field data from Sudanese oil field. 

 Validating the model using synthetic data (trend analysis). 

 Optimizing the ROP parameters using Drilling Simulator. 

 Testing the newly proposed model using real data and against the best available 

models in literature. 

1.4 Scope of Study: 

The scope of study is mainly to model the rate of penetration to optimize of the 

parameters that will affect reduction of the cost by using (GMDH). The study is 

divided into two stages; the first stage is to predict the proper ROP. After predicting 

stage is successfully done, the second stage focuses on optimizing the parameters 

which lead to cost reduction. This  project  involves  the  understanding  and  ability  

to  deal  with  the  (GMDH) techniques  and  also involves the understanding of 

modeling and predicting the ROP and optimize the important parameters. Proper 

understanding of all these parameters are important in order to keep this project work 

on the right track. 
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1.5 Relevance of the Project:  

This project is relevance to the author’s field since drilling engineer is playing main 

role in petroleum engineering. The rate of penetration (ROP) is the significant factor 

in drilling operation which can use to redact the cost on it.  

In this project author has to deal with landmark software and GMDH using landmark 

to do the optimization for the parameters and using GMDH to predicting proper rate 

of penetration (ROP). 

1.6 Project Feasibility and Significance: 

As shown in chapter three methodology chapter, the author amid to complete the 

project and come out with the result within the time frame. The details in the research 

methodology and project workflow which were linked with the given time in Gantt 

chart.  

The significant of this project is to find the complex relationship between ROP and 

other drilling parameters which the previous models have limitation to achieve the 

required accuracy, by using landmark and GMDH predicting optimum ROP which 

will lead to reduce the cost and the end of the day.  
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CHAPTER (2) 

LITERATURE REVIEW 
 

 

There are many techniques that utilized for reduction of drilling operation cost. This 

can be achieved by optimize time of operation since time is always money in drilling 

operation. Time taken to drill any well in drilling operation can be represented by 

Penetration rate (ROP). Therefore Drilling Rate of Penetration plays main role in 

drilling optimization. Drilling Model must be developed to come out with rate of 

penetration. 

Drilling models are always find the best mathematical relationship between ROP and 

other drilling parameters that have important effect on it. Because of the uncertain 

drilling variables there is no direct or exact mathematical relation for rate of 

penetration and other drilling parameters, and also their relationship are complex and 

nonlinear. 

Penetration rate can be affected by many parameters such as: 

 Weight on bit (WOB), bit hydraulic, bit type, rotary speed (N), formation 

characteristic and mud properties etc, are the parameters affecting rate of penetration. 

Here, are lots of models that have been proposed for rate of penetration such as 

Bourgoyne and Young model, Artificial Neural Network (ANN), Bingham model and 

Warren model, etc.  

First step is to review the background in several rate of penetration models but before 

that there is one method lowering drilling cost, which is cost per foot analysis. That 

aimed to optimize the rate of penetration. It is based on the optimum drilling operation 

condition of bit run and the criteria of bit selection or respected bit selection. It can 

estimate the cost per foot as follow:  

 

∁𝑓 =
(𝑡𝑟 + 𝑡𝑐 + 𝑡𝑡)∁𝑟 + 𝑡𝑟∁𝑚 + ∁𝑏

∆𝐷
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For this equation ∁𝑓 is the cost per foot drilled cost per unit depth (
$

𝑓𝑡
), Cr is the fixed 

operating cost per time (
$

𝑓𝑡
),  ∁𝑏 is bit cost ($), ∁𝑚 is the down hole motor cost (

$

𝑓𝑡
), 

∆D is the drilled depth(𝑓𝑡), 𝑡𝑟 is bit rotating time (ℎ𝑟), 𝑡𝑡 is the total trip time (ℎ𝑟), 

𝑡𝑐 time pipe connection (ℎ𝑟).  

If drilling rate is high the drilling cost will be reduce from the drilling cost equation so 

ROP can play main role to reduce the cost . So, we can choose one of the models to 

optimize ROP. There are common models used to optimize ROP. 

2.1 ROP Models: 

2.1.1 Overview of ROP Correlation Models: 

Rotary speed, bit type and many parameters can be selected from the offset wells and 

this parameters have significant effect on rate of penetration. It will be done by 

analyzing the performance of single section after separate the field into sections 

depending on their geological likeness. 

 The relation between the rate of penetration and the drilling variables is complicated, 

so there are lots of mathematical models that have been suggested to describe it. 

Majority of these models are rely on the controllable variables and properties of the 

formation. Controllable variables such as rotary speed and pump pressure, etc. Here 

are some common models are summarized below. 

2.1.2 Bourgoyne and Young's Model: 

Bourgoyne and Young's model (Bourgoyne et al., 1991) used eight controllable 

variables to describe the relationship between rate of penetration and some of the 

drilling variable. These eight variables rely on ground formation type and should be 

determined from offset wells or gathering data in advance.  

Bourgoyne and Young's model is one of the widely used models in common practices. 

In any models, there are many unknown parameters and coefficients. Here, this 

unknown should be calculated from offset wells based on the drilling experiences in 

the field because these coefficients have a significant impact on the accuracy of the 

model. 
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BYD creators proposed multiple regression method to find the unknown coefficients, 

but applying multiple regression method is not reliable that it can procedure to  

meaningful results physically, and also number data point limit is affecting this 

method. So, recently there are many new mathematical techniques applied to calculate 

these unknown coefficients, to reach the meaningful result. Example of these methods 

is Nonlinear least square data fitting with trust –region method is a technique apply to 

the problem. In some researches to determine the optimum unknown parameters in 

BYD, they use Genetic Algorithm (GA), to be sure that it can reach the meaningful 

result. Comparing between GA and trust region method GA is more accurate. For 

Roller cone bits, BYD proposed the below equation. 

𝑅𝑂𝑃 = 𝑓1 × 𝑓2 × 𝑓3 × 𝑓4 × 𝑓5 × 𝑓6 × 𝑓7 × 𝑓8 

Where, ROP is rate of penetration (
𝑓𝑡

ℎ𝑟
) , 𝑓1 is the function of the formation drill ability 

(mud type, bit type, formation strength), symbolize the impact of compaction on the 

penetration rate represent by 𝑓2, 𝑓3& 𝑓4, signifies the overbalance on ROP,  𝑓5& 𝑓6 

respectively model the effect of bit weight and rotary speed on ROP, effect of tooth 

wear and bit hydraulic represent by 𝑓7&𝑓8 respectively.  

2.1.3 Warren model: 

Perfect-Cleaning Model or the process of the drilling using tri cone bit model was 

founded by Warren in 1987 and modified by Hareland and Hoberock 1993. The idea 

came from the rate of cutting removal from the bit is equal to the rate at which the 

chips are formed under steady state drilling condition. So, proposed that the ROP can 

be controlled by cutting removal process, cutting generation process or combination 

of both. The perfect cleaning model is developed to imperfect cleaning model because 

in field or real practices the rate of penetration is remarkably inhibited by the rate 

cuttings removal under the bit.  

2.1.4 Bingham model: 

Maurer model has been modified to present an experimental model which called 

Bingham model, simple model valid for low value of rotary speed and weight on bit. 

The answer usually less reliability because neglecting important factor which is the 

depth. 
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2.1.5 Artificial Neural Network (ANN): 

ANN is a well-liked techniques among most of the researchers due to it is ability to 

recognize the nonlinear relationship with available data. Hajizarid (2007) established 

neural network for reservoir engineer including initial data which are distributed into 

three section which are training, validation and testing. The best performance come 

when we training our data many times in the intelligent system. Input, hidden and 

output are the three layers which neural network consist of .To help the model to be 

more reliable and more accurate the prediction model is built again, do training the 

model with extra data point. So the generalization stop improving the training stop 

automatically. Measure the network generalization with validation data come to stop 

when the generalization stop improving. Independent measurement of performance 

come out with test data before and after training. so can indicate that you have to do 

more training to get better output or you are satisfied . 

 2.1.5 Group Method of Data Handling (GMDH): 

There are always some limitation in modeling to overcome with this limitation propose 

Group Method of  Data Handling to help on that. GMDH is combination of the 

advantage of neural network with those advanced statistic method to provide faster, 

easier to use more accurate tool (Abdel-Aal et al,1997). 

GMDH  or  also  known  as  polynomial  neural  networks,  abductive  and  statistical  

learning networks is an algorithm modeling tool for identifying nonlinear relations 

between input and output  variables  (Oh  &  Pedrycz,  2002). 

GMDH meets expectations by building successive layers with connection. The layers 

are basic polynomial terms which are made by utilizing straight and nonlinear relapses. 

The first layer is constructed by registering relapses of the input variables and after 

that picking the best ones. The second layer is made by processing relapses of the 

qualities in the first layer alongside the input variables. This process continues until 

the net stops getting better (Ward Systems Group Inc., 2008). 
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CHAPTER (3) 

METHODOLOGY 

 

This chapter is explain the methodology used to optimize the parameters and build 

the model and prediction of drilling rate of penetration (ROP). Utilizing Drilling 

simulator 500 for optimization and Group of Method Data Handling techniques 

(GMDH) for building a model and prediction.  

3.1 Research Methodology: 

This project will apply GMDH Techniques to predict the proper rate of penetration 

(ROP) and to optimize the parameters which can help to reduce the cost of drilling 

operation in future wells. The research methodology is illustrated in the following 

chart: 

Figure 3.1 Research Methodology 

Detailed discussion on obtained results

Conclusion and finalize findings

Analysis the result

Apply GMDH Modeling

Optimization of the parameters using Drilling Simulator 

Detailed research on the topic.

Data selection & data gathering

Identifying the project problem statement, objectives, as well as a basic scientific hypothesis.

FInalizing the FYP topic and condect  genaral recarch on it  
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3.2 Project Activities: 

The project activities can be divided to two categories: 

 The first category: 

 Start with researching and reading to make strong background about the rate 

of penetration and other drilling parameters such as weight on bit, rotary speed, 

etc, and it is effect on the drilling operation. 

 Literature review had been done through reading SPE papers and referring to 

some books such as Apply Drilling Engineer and Drilling Engineering a 

Complete well. 

 Start learn about how to use Drilling Simulator which will be used to do the 

optimization.  

 Read more details about GMDH techniques.  

Second category university requirement which are: 

 Extended Proposal  

 Proposal defense (oral presentation). 

 First draft Interim report. 

 Final draft Interim report 

 Progress report. 

 Pre SEDEX. 

 Dissertation.  

 Technical paper. 

 Viva. 

 

3.3 Project workflow: 

The workflow is schemed below to clear the picture about the project activities. 
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Figure 3.2 Project Workflow 

 

3.4 Project Key Milestone: 

 Collect real data that involve desirable parameters which will help in the 

project form the industry. 

 Preparation of the data. 

 Study more about GMDH techniques and the required program to apply it. 

End

Technical Report

Result  analysis

Apply GMDH

Optimization of the paramerter using Drilling Simulator 

Getharing Data & Parameters involve

Literature Research about (ROP&GMDH)

Background study about the project  

Start
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 Use Drilling Simulator to optimize the parameters. 

 Apply GMDH to model and predict ROP.   

 Compare the result with the real data and see the accuracy of the techniques. 

 Improving and adding information to this research paper. 

 

3.5 Gantt chart (1): 

 

Discretion 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Topic selection               

Background study about 

the project   

 

              

Submission of Extended 

proposal 

              

Literature Research 

about (ROP&GMDH) 

Proposal defense 

              

Gathering data & 

parameters involve 

 

              

Submission of interim 

draft report 

              

Submission of interim 

report 

              

Figure 3.3 Gantt chart (1) 

 

Gantt chart (2): 

Discretion 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Work on the 

optimization using 

Drilling simulator  

              

Apply GMDH and 

submission of progress 

report  
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Analysis the result and 

write the report  

              

Pre- SEDEX               

Submission of final draft 

report 

              

Submission of 

Dissertation (soft bound) 

              

Submission of Technical 

paper  

              

Viva                

Figure 3.4 Gantt chart (2) 

3.6 Project Stages: 

3.6.1 Optimization Stage: 

The Drilling Simulator (DrillSIM500) available in UTP was used to optimize the 

parameters. Firstly enter the data required such as formation Summary which include 

formation depth, strength, fluid type, permeability, pressure gradient and normal 

pressure at each formation. Figure (3.5) show the parameter required in Drilling 

Simulator. Also the figure (3.5) shows that the Geology Summary which summaries 

all the formation with all geology requirement.  

             

Figure (3.5) Formation requirement 
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Figure (3.6) Geology Summary 

Down Hole Graphics used to monitor the drilling as shown in figure (3.7), which can 

be used to monitor the hole depth, shoe depth and bit depth which indicate are you 

drilling now or not the bit is off bottom or not.  
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Figure (3.7) Down Hole Graphics 

 

After the entering the formation and geological summary and other requirement of the 

Drilling Simulator the author stated optimization of the data, and optimized the 

Drilling Rate of Penetration ROP using Weight on Bit (WOB) and Rotary Speed (N) 

(RPM) rotation per mint. The result of the optimization will be discussed with father 

explanation and show the effect of the optimization on the drilling operation cost.    

3.6.2 Modeling and Prediction Stage: 

In this stage Group Method of Data Handling Techniques had been used to build the 

model. And predict the optimum rate of penetration (ROP). In this Project, MATLAB 

software, had been used because of it is ability to give a flexible programming and 

graphic visualization. MATLAB provides an excellent way to keep an eye on the 

performance of the validation, training and testing data sets. all together which 

facilitate the optimization process and the sensitivity analysis.  

To ensure the parameters were well optimized, a MATLAB code was developed and 

trained the parameters to get optimum result. For artificial neural network model, the 
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used of cross validation data set was to avoid the problem of under-fitting and over-

fitting. 

To check the generality and stability of the model Cross validation data set is presented 

to the network after each epoch of training.  

 Development of Group Method of Data Handling techniques model after choosing all 

the optimized parameters after first stage. The GMDH is inductive approach based on 

sorting out the data and selection of the best solution by minimum external criterial 

characteristic. Regularity criterion is a polynomial of GMDH techniques represent by 

the input regime to output through the application. And often represented by Average 

Absolut Percentage Error (APPE).   

3.7 Trend analysis: 

To check this model is physically correct or not trend analysis should be present. In 

this project the trend analysis made for rotary speed (N)(RPM) and weight on bit 

(WOB) which is  confirm the physically with the other models and the result of the 

Drilling Simulator. The synthetic set first trend the rotary speed is change while the 

other parameters was changed. And the second trend the WOB is change while the 

other parameters is constant.   

3.8 Graphical Error Analysis: 

Graphical analysis are tools used to aid in accuracy and visualization of the new model, 

the graphical error used are: 

3.8.1 Cross Plot: 

The cross plot are used to compare between the all models new one and old one in 

literature. Using a 45° straight line between predicted and measured rate of penetration. 

When the value is closer to the line that means that better result between the measured 

and predicted. 

3.8.2 Error Distribution: 

For the proposed GMDH model (training, validation and testing) the error distribution 

shows the error showing histograms. The normal distribution curve had been fitted to 

each one of them. The stander deviation was equal to 1.0 and the 0% mean was said 
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to the normal distribution error.in this case the normal distribution was used to describe 

the error tendency around the mean.  

3.9 Tools: 

In this project the tools used for two stage the first stage optimization utilizing drilling 

simulator (DrillSIM500). Second stage using MATLAB software and for modeling 

purpose GMDH Algorithm at MATLAB software was used.  

Table 3.1: summary of computer programs used 

Tool  Function 

Drilling Simulator (DrillSIM500) Optimization the parameters. 

GMDH at MATLAB software  Modeling and Prediction. 

Microsoft Office Word To write a report, data, etc.  

Microsoft Office Excel To prepare data sheet and calculation.  
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CHAPTER (4) 

RESULT AND DISCUSSION 

 

  

This chapter will start with the data gathering and selection as it is effect on drilling 

operation.  Then will move to the optimization stage result and discussion and then 

followed by GMDH developing model and trend analysis. Finally, the statistical and 

graphical comparison with of the developed model.   

4.1 Data gathering and processing: 

The data was collected from real oil field and it represent six different wells. The most 

difficult job was how to get the data. The author extract this data from Daily Drilling 

Report (DDR), which is the record of everyday operation, the sample of the DDR at 

the appendix.  

The main data extracted from Daily Drilling Report are bit size, rotary speed (N), 

weight on bit (WOB), mud weight (MW), depth, torque, flow (GPM),  stand pipe 

pressure (SPP), stroke per min for pump and the most important one is actual ROP 

(m/hr) all these data put it in one excel sheet. Figure 4.1 shows sample of the data 

preparation.   

 

 

Figure 4.1 Sample of data preparation. 

504 data set had been collected and used in the optimization and modelling.  

 

 Depth  Bit Size  N(RPM)Min N(RPM) Max N  optimized )Min(WOB )Max(WOB optimized W )Min(MW )Max(MW  Torque )PSI(SPP )GPM(FLOW ROP m/hr

0 17.5 90 100 100 4 6 6 8.4 8.6 4 1060 680 16

1660 8.5 90 100 150 6 8 9.5 11.2 11.3 2.83 2030 550 10.8

1660 8.5 130 135 150 4 8 9.5 11.2 11.3 1.16 2030 550 9

1660 9.875 90 100 150 2 4 9.5 11.2 11.3 4 2030 550 11

1660 9.875 110 115 150 4 6 9.5 11.2 11.3 3.25 2030 650 11.3

1660 9.875 100 110 150 4 6 9.5 11.2 11.3 3 2030 650 11

1660 9.875 100 110 150 5 6 9.5 11.2 11.3 3 2030 650 11
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4.2 Optimization Parameters: 

Utilizing Drilling Simulator (DrillSIM500), which is available at the university. 

Drilling simulator has so many function one of these uses is for the fixable solution for 

well control training, DrillSIM500 is a fully portable drilling advanced technology and 

well control simulator. Design it for drilling contractor, training companies and 

operators. In this project the author used the DrillSIM500 to simulate the actual drilling 

operation to optimize the weight on bit (WOB) and rotary speed (N) to get the optimum 

rate of penetration (ROP). The first step was entering the required data such as 

formation properties and geological summary. The second step is to make sure the 

drilling simulator simulate the data entering as the real one, this step done by using the 

same weight on bit and rotary speed and other parameter and read the ROP as result 

and compare the measured ROP using the simulator and the actual value from the 

Daily drilling report (DDR). The next coming figure will show that the 100% of the 

measured ROP and actual one from DDR. 

 

Figure 4.2 Measured ROP using DrillSIM500. 

The same data from the Daily drilling report which will represent the actual in the 

figure below. 
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Figure 4.3 Daily Drilling Report (DDR) 

After been sure that the data enter it was match the actual start optimizing the ROP by 

increasing the rotary speed (N) and weight on bit (WOB) until the author got the 

optimum of WOB and N which lead to the optimum ROP. Record all the output data 

for the optimization.  

Table 4.1 sample of the Optimization 

Depth (m) Min  

(N) 

Max 

(N) 

Optimized  

(N) 

Min 

(WOB) 

Max 

(WOB) 

Optimized 

(WOB) 

Actual  

(ROP) 

(m/hr) 

Optimized 

(ROP)(m/hr) 

120 (SH) 110 160 135 4 15 9.5 12.2 24 

440(Sst) 90 160 140 4 15 11 14 31 

1320(Sst/SH) 110 160 150 6 15 10 11 24 
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Taking one well as example to see effect of the optimization on the drilling operation 

cost. 

 

 

Figure 4.4 plan day’s vs depth before and after the optimization 

The represented of (A-H), A - Drill 12 1/4" surface hole to 490m, B - Run 9 5/8" csg, 

C - Cementing  & Install Wellhead, D-  Drill 8 1/2" hole Section, E- Log Production 

hole, F - Run 7" csg, G- Cementing and H - Rig Down. 

After the proposed of the days be shorter because of the drilling operation fast specially 

when drilling the surface hole and the main hole. So, the author will take one of the 

wells to calculate the saved cost.  The next table will show the saved cost and the 

percentage from the total cost. All the cost by USD dollar, the cost of the cost/day 

=100,854.07 USD/day, Operation cost while Moving =75,000 USD/day 

Operation cost while Drilling =82,210 USD/day. 

Optimization happen only during the drilling without moving.  
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Table 4.2 Calculation of the cost 

Total cost before the optimization  1,479,780 USD 

Total cost after the optimization  1,277,835 USD 

Saved  202,647.65 USD 

Percentage of saving amount  13.69% 

 

4.3 GMDH Model: 

The final model is consist of two layers, the parameter input was depth, bit size, rotary 

speed, weight on bit and mud weight. Among these five inputs only three input 

parameters had shown effect on the prediction on the rate of the penetration (ROP).  

This topology was achieved after serious of the optimization process which done by 

keep an eye on the performance of the GMDH networks until the best output give 

excellent result. 

Next figure will show the schematic diagram of proposed GMDH topology. To predict 

the rate of penetration (ROP) the parameter effect at the last model is bit size, rotary 

speed (N) and weight on bit (WOB).  

 

                  Depth (m)                                                             x6  

                Bit size (in)                                                                                 x7                                                                          

      Rotary speed (rpm)  

       Weight on bit (ton)  

          Mud weight (ppg)  

 

Figure 4.5 schematic diagram of proposed GMDH model 

 

 

 

Input layer  
layer Hidden 

Out layer 

ROP 
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4.3.1 Summary of the GMDH model’s Equation:  

As described before the model consist of two layers as follows: 

Number of layers =2  

Number of used parameters to predict ROP =3 

 

Layer #1 

Number of neurons: 2 

x6 = 31.483938 -4.4347767*WOB -0.10579705*N +0.08543123*N*WOB -

0.20368996*WOB^2 -0.002369034*N^2 

x7 = -77.949264 +9.5920327*WOB +6.5993326*Bd -0.34635192*Bd*WOB -

0.10765329*WOB^2 -0.12919722*Bd^2 

Layer #2 

Number of neurons: 1 

y = 0.7959967 +2.534395*x7 -1.5833712*x6 +0.1221932*x6*x7 -0.10546542*x7*x7 

-0.01597001*x6*x6 

 

Where: WOB= weight on bit  

N= rotary speed  

Bd= bit size  

4.3.2 Trend Analysis: 

On this part of the trend analysis the author was focus on weight on bit (WOB) as well 

as rotary speed because they have a very important effect on the physical correction of 

the model. On the other hand, compare these trends with other models found on Apply 

Drilling Engineering book. So, well start with rotary speed (N) in this proposed model 

and others models. 
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Figure 4.6 Rotary Speed of proposed model 

 

                      

Figure 4.7 Rotary Speed proposed by numerous authors 

The typical penetration rate (ROP) vs the rotary speed (N) shown at the figure 4.6 and 

4.7, represent the proposed model and other numerous authors respectively. Typically 

this plot obtain by changing in rotary speed (N) and make the other variable constant. 

Clearly shown that the ROP increase linearly with rotary speed at low value. At the 

higher value of rotary speed observe that the respond of penetration rate to increase is 
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diminishes. The justification of poor respond of penetration rate at higher rotary speed 

(N) usually attributed to less efficient of bottomhole cleaning.  

 

Figure 4.8 Weight on Bit of proposed model 

 

 

Figure 4.9 Weight on Bit by numerous authors 
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Figure 4.8 and 4.9 represent the typical plot of weight on bit Vs penetration rate done 

by proposed model and other numerous authors. Before the threshold bit weight is 

applied at point (a) there was no important penetration rate was obtained. Then, 

observed rapidly increasing of the penetration rate with increasing in weight on bit in 

segment (ab), a linear curve is observed at moderate bit weight (bc). Moreover, at 

higher values of weight on bit, subsequent increase in bit weight cause slight 

improvement in penetration rate (cd). In some cases, extremely high value of weight 

on bit lead to a decrease in penetration rate (de).  

4.3.4 Statistical Error Analysis:  

Absolute Average Percentage Error (AAPE) and the coefficient of determination (𝑅2), 

was the statistical error used as shown in table 4.3. 

Table 4.3 statistical Parameters for GMDH 

Statistical Parameters  Training  Validation  Testing  

AAPE 5.5484 6.8428 4.9129 

𝑅2 0.9211 0.8716 0.9152 

 

4.3.5: Cross Plot: 

Cross plot of predicted rate of penetration (ROP) verses measure rate of penetration 

for the proposed GMDH model represent by figures from 4.10 to 4.12. 
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Figure 4.10 Cross Plot Rate of Penetration of Training Sets for GMDH 

 

 

Figure 4.11 Cross Plot of Rate of Penetration for Validation Sets for GMDH 
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Figure 4.12 Cross Plot of Rate of Penetration for Testing Sets GMDH 

 

4.4 Error distribution for GMDH model: 

The upcoming figures shown the error distribution for Training, Validation and 

Testing. The significant of the error distribution appear because of the clear idea about 

the performance of the model for all data sets. 

In this proposed model result, all sets have normal distribution without any observation 

of shifting towards negative or positive which indicates a good estimation. 
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Figure 4.13 Error distribution for the training sets 

 

Figure 4.14 Error distribution for the validation sets 
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Figure 4.15 Error distribution for the testing sets 

 

4.5 Comparison between proposed model and others models  

The model proposed had been determined by using Group Method of Data Handling 

Techniques (GMDH), specifically choose GMDH technique because of it is ability to 

find nonlinear relationship between the input data. Therefore, the author did some 

comparison between the proposed model and two method Bourgne and Young’s model 

(BYD) and Bingham model using the 504 data sets, which was used by GMDH to 

propose the model. The result shown by cross plot for the three Bourgne and Young, 

Bingham and proposed model. The Absolute Average Percentage Error (AAPE) and 

the Coefficient determination (𝑅2) was done for the statistical error analysis.   
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Figure 4.16 Cross Plot of Bingham Model vs Actual ROP 

 

 

Figure 4.17 Cross Plot of BYD Model vs Actual ROP 
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Figure 4.18 Cross Plot of Proposed Model by GMDH vs Actual ROP 

 

The table 4.4 show the Statistical Parameters of all three models BYD, Bingham and 

Proposed model by GMDH.  

Table 4.4 Statistical Parameters Comparison 

Model  AAPE (𝑅2) 

Bingham  43.3743 0.364 

BYD 51.442 0.2600 

GMDH  4.9129 0.9152 
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CHAPTER (5) 

CONCLUSION AND RECOMMENDATION 

 

 

5.1 Conclusion: 

Based on the result and discussion done in this study, the conclusion can be summaries 

on the on three main points, firstly, first stage optimization, secondly modeling and 

prediction, finally compare between the previous methods. 

Firstly, the optimization was done using Drilling simulator (DrillSIM500) which is 

available in UTP, usually used for well control training. In this project the used for 

optimization and give good result. The result of the optimization is saving 13.69% of 

the Drilling Operation cost.  

Secondly, modelling Rate of penetration (ROP) using GMDH techniques which shows 

high ability to find good relationship between drilling parameters and drilling rate of 

penetration with high accuracy. The GMDH achieved correlation coefficient of 

91.52% and the average absolute percentage error (AAPE) of 4.9129%. The trend 

analysis confirm that the model is physically correct, because it match the previous 

model in Apply Drilling Engineering book which have typical respond of penetration 

rate to increase in weight on bit and rotary speed. In some cases, extremely weight on 

bit can decrease the penetration rate and this behavior called Floundering. Also, at high 

rotary speed sometimes respond poor penetration rate which can be justified attributed 

to less efficient bottomhole cleaning.  

Finally, compare between Bourqne and Young’s model, Bingham model and GMDH 

model. The correlation coefficient for BYD is 0.26, Bingham 0.364 and 0.9152. 

GMDH achieved good model can be used for prediction Drilling rate of penetration 

(ROP).  
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5.2 Recommendations:  

Drilling simulator can be used to optimized the parameters which will lead to reduce 

the cost of the drilling, so, update the parameters range used in specific field by 

optimized parameters after doing simulation to the previous wells.  

Group Method of Data Handling (GMDH) all researcher and development should be 

work to improve the code as well as the prediction process, because it will improve 

the accuracy of the proposed model. Since the GMDH is eliminate the parameters have 

no effect on the output. Use wide range of data sets.  
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APPENDICES 

 

 

Sample of DDR 
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The author name at the DDR 
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Appendices- GMDH code  

clc; 
% Final Year Project 
% Ibrahim Shaikeldin 
% Universiti Teknologi PETRONAS 
% 
% the aim is to clear all input and output from the Command Window  
% display, giving you a "clean screen." 
clf; % it deletes from the current figure all graphics objects 
clear all;%Clears all variables and other classes of data too. 
close all;% it force deletes all figures (hidden and non-hidden 

strings) 
tic; 
%  
% Step (1) Reading the input file 
% =============================== 
% Loads data and prepares it for a neural network. 
%ndata= xlsread('all_data.xls'); 
ndata= xlsread('ROP3.xlsx'); 
%50% of data will be used for training 
%25% of data will be used for cross-validation 
%25% of data will be used for testing 
for i=1:257 
    atr(i,:)=ndata(i,:); 
end 
for i=258:383 
    aval(i-257,:)=ndata(i,:); 
end 
% 
for i=384:length(ndata) 
    atest(i-383,:)=ndata(i,:); 
end 
Ytr=atr(:,1); 
Xtr=atr(:,2:6); 
Xtst=atest(:,2:6); 
Ytst=atest(:,1); 
Yv=aval(:,1); 
Xv=aval(:,2:6); 
[model, time] = gmdhbuild(Xtr, Ytr, 2, 0, 6, 0, 2, 2, 0, Xv, Yv,1); 
gmdheq(model, 8); 
[Yqtst] = gmdhpredict(model, Xtst); 
[Yqval] = gmdhpredict(model, Xv); 
[Yqtr] = gmdhpredict(model, Xtr); 
[MSE, RMSE, RRMSE, R2] = gmdhtest(model, Xtst, Ytst); 

  
% Evaluating Relative Error for training set: 
%============================================ 
Et1=(Ytr-Yqtr)./Ytr*100; 
[q,z] = size(Et1); 
figure 
plot(Ytr,Yqtr,'o') 
grid off 
set(gcf, 'color', 'white') 
axis square 

  
title('Predicted ROP vs Measured ROP'); 
xlabel('Measured ROP "m/hr"'); 
ylabel('Predicted ROP "m/hr"') 
legend('Training set', 'location', 'Northwest') 
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% Addding Reference Line with 45 degree slope  
line([0 ; 60],[0 ; 60]) 
%HINT: Select the y-value based on your data limits 
hold 
% Evaluating the correlation coefficient for training set: 
% ======================================================== 
Rt1=corrcoef(Yqtr,Ytr); 
Rt11=min(Rt1(:,1)); 
gtext(['correlation coefficient = (' num2str(Rt11) ')']); 
hold 

  
% Addding Reference Line with 45 degree slope  
%line([0 ; 60],[0 ; 60])  
%HINT: Select the y-value based on your data limits 

  
% Evaluating Relative Error for validation set: 
%============================================== 
Ev1=(Yv-Yqval)./Yv*100; 
[m,n] = size(Ev1); 
figure 

  
plot(Yv,Yqval,'o') 
grid off 
set(gcf, 'color', 'white') 
axis square 
title('Predicted ROP vs. Measured ROP'); 
xlabel('Measured ROP "m/hr"'); 
ylabel('Predicted ROP "m/hr"') 
legend('Validation set', 'location', 'Northwest') 
% Addding Reference Line with 45 degree slope  
line([0 ; 60],[0 ; 60]) 
%HINT: Select the y-value based on your data limits 

  
% Evaluating the correlation coefficient for validation set: 
% ========================================================== 
% for the first target Pressure Drop 
Rv1=corrcoef(Yqval,Yv); 
Rv11=min(Rv1(:,1)); 
gtext(['correlation coefficient = (' num2str(Rv11) ')']); 
hold 

  
% Evaluating Relative Error for testing set: 
%=========================================== 
% for the first target Pressure Drop 
Ett1=(Ytst-Yqtst)./Ytst*100; 
[m,n] = size(Ett1); 
figure 
% 
plot(Ytst,Yqtst,'o') 
grid off 
set(gcf, 'color', 'white') 
axis square 

  
title('Predicted ROP vs.Measured ROP'); 
xlabel('Measured ROP "m/hr"'); 
ylabel('Predicted ROP "m/hr"') 
legend('Testing set', 'location', 'Northwest') 
% Addding Reference Line with 45 degree slope  
line([0 ; 60],[0 ; 60]) 
%HINT: Select the y-value based on your data limits 



  
40 

 

  
% Evaluating the correlation coefficient for testing set: 
% ======================================================= 
Rtt1=corrcoef(Yqtst,Ytst); 
Rtt11=min(Rtt1(:,1)); 
gtext(['correlation coefficient = (' num2str(Rtt11) ')']); 
hold 
% plotting the histogram of the errors for training set: 
% ====================================================== 
figure 
histfit(Et1,10) 
%hist(Et1,10) 
h = findobj(gca,'Type','patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Error Distribution for Training Set (Polynomial GMDH 

Model)'); 
legend('Training set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
hold 

  
% plotting the histogram of the errors for validation set: 
% ======================================================== 
figure 
histfit(Ev1,10) 
%hist(Ev1,10) 
h = findobj(gca, 'Type', 'patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Error Distribution for Validation Set (Polynomial GMDH 

Model)'); 
legend('Validation set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
hold 

  
% plotting the histogram of the errors for testing set: 
% ===================================================== 
figure 
histfit(Ett1,10) 
%hist(Ett1,10) 
h = findobj(gca,'Type','patch'); 
set(h,'FaceColor','w','EdgeColor','k') 
title('Error Distribution for Testing Set (Polynomial GMDH Model)'); 
legend('Testing set') 
xlabel('Error'); 
ylabel('Frequency') 
set(gcf, 'color', 'white') 
hold 
% Estimating the residuals for training set: 
% ========================================== 
figure 
Errort1 = Yqtr-Ytr; 
plot(Errort1,':ro'); 
grid off 
set(gcf, 'color', 'white') 
title('Residual Graph for Training Set (Polynomial GMDH Model)') 
legend('Training Set') 
xlabel('Data Point No') 
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ylabel('Errors') 
hold 
% Estimating the residuals for validation set: 
% ============================================ 
figure 
Errorv1 = Yqval-Yv; 
plot(Errorv1,':ro'); 
grid off 
set(gcf, 'color', 'white') 
title('Residual Graph for Validation Set (Polynomial GMDH Model)') 
legend('Validation Set') 
xlabel('Data Point No') 
ylabel('Errors') 
hold 
% Estimating the residuals for testing set: 
% ========================================= 
figure 
Errortt1 = Yqtst-Ytst; 
plot(Errortt1,':ro'); 
grid off 
set(gcf, 'color', 'white') 
title('Residual Graph for Testing Set (Polynomial GMDH Model)') 
legend('Testing Set') 
xlabel('Data Point No') 
ylabel('Errors') 

  
% ******************** 
% STATISTICAL ANALYSIS: 
% ******************** 
% Training set: 
% ============= 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrt1 = max(abs(Et1)); 

  
% Evaluating the average error 
Etavg1 = 1/q*sum(Et1); 

  
% Evaluating the standard deviation 
STDT1 = std(Errort1); 

  
% Determining the Minimum Absolute Percent Relative Error   
MinErrt1 = min(abs(Et1)); 

  
% Evaluating Average Absolute Percent Relative Error  
% =================================================== 
AAPET1 = sum(abs(Et1))/q; 

  
% Evaluating Average Percent Relative Error 
% ========================================= 
APET1 = 1/q*sum(Et1); 

  
% Evaluating Root Mean Square  
% =========================== 
RMSET1 = sqrt(sum(abs(Et1).^2)/q); 

  
% Validation set: 
% =============== 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrv1 = max(abs(Ev1)); 
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% Determining the Minimum Absolute Percent Relative Error  
MinErrv1 = min(abs(Ev1)); 

  
% Evaluating the average error 
Evavg1 = 1/m*sum(Ev1); 

  
% Evaluating the standard deviation 
STDV1 = std(Errorv1); 

  
%  
% Evaluating Average Absolute Percent Relative Error  
% ================================================== 
AAPEV1 = sum(abs(Ev1))/m; 

  
% Evaluating Average Percent Relative Error 
% ========================================= 
APEV1 = 1/m*sum(Ev1); 

  
% Evaluating Root Mean Square  
% =========================== 
RMSEV1 = sqrt(sum(abs(Ev1).^2)/m); 

  
% Testing set: 
% ============ 
% Determining the Maximum Absolute Percent Relative Error 
MaxErrtt1 = max(abs(Ett1)); 

  
% Determining the Minimum Absolute Percent Relative Error 
MinErrtt1 = min(abs(Ett1)); 

  
% Evaluating the average error 
Ettavg1 = 1/m*sum(Ett1); 

  
% Evaluating the standard deviation 
STDTT1 = std(Errortt1); 

  
% Evaluating Average Absolute Percent Relative Error  
% =================================================== 
AAPETT1 = sum(abs(Ett1))/m; 

  
% Evaluating Average Percent Relative Error 
% ========================================== 
APETT1 = 1/m*sum(Ett1); 

  
% Evaluating Root Mean Square  
% ============================ 
RMSETT1 = sqrt(sum(abs(Ett1).^2)/m); 

  

  
% ================================================== 
  %-----------------------------------------------------------------

------------- 
%Simulation: Variation ROTARY SPEED (N) while fixing the other 

parameters 
% % ------------ROTARY SPEED (N)  ----------------------------------

--------- 
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ps1=[linspace(160,160,10); % DEPTH [min=0    max=1660   mean=830] 
linspace(12.5,12.5,10);%BIT SIZE[min=8.5    max=24 mean=11.2061] 
linspace(100,150,10);%ROTARY SPEED [min=100   max=150  

mean=141.3294] 
linspace(9.5,9.5,10);%WOB [min=3    max=15   mean=9.960317] 
linspace(9.4,9.4,10)]';%MUD WEIGHT[min=8.6    max=11.3    

mean=10.31746] 

  

  

  
% Now simulate 
[Yq_ratio1]=gmdhpredict(model, ps1); 
% Plot Figures for ROTARY SPEED (N) Variation 
figure 
px1=plot(ps1(:,3),Yq_ratio1(:,1),'-rs'); 
set(gca,'YGrid','off','XGrid','off') 
set(gca,'FontSize',12,'LineWidth',2); 
set(px1,'LineStyle','-.','LineWidth',1.5,'Color','k','MarkerSize',6) 
xlabel('ROTARY SPEED (N) (RPM)','FontSize',12) 
ylabel('ROP (m/hr)', 'fontsize',12) 
 % ================================================== 

  
%Simulation: Variation WEIGHT ON BIT (WOB) while fixing the other 

parameters 
% % ------------WEIGHT ON BIT (WOB)  -------------------------------

------------ 

  
ps2=[linspace(160,160,10); % DEPTH [min=0    max=1660   mean=830] 
linspace(12.5,12.5,10);%BIT SIZE[min=8.5    max=24 mean=11.2061] 
linspace(135,135,10);%ROTARY SPEED [min=100   max=150  

mean=141.3294] 
linspace(3,15,10);%WOB [min=3    max=15   mean=9.960317] 
linspace(9.4,9.4,10)]';%MUD WEIGHT[min=8.6    max=11.3    

mean=10.31746] 

  
% Now simulate 
[Yq_ratio4]=gmdhpredict(model, ps2); 
% Plot Figures for WEIGHT ON BIT (WOB) Variation 
figure 
px2=plot(ps2(:,4),Yq_ratio4(:,1),'-rs'); 
set(gca,'YGrid','off','XGrid','off') 
set(gca,'FontSize',12,'LineWidth',2); 
set(px2,'LineStyle','-.','LineWidth',1.5,'Color','k','MarkerSize',6) 
xlabel('WEIGHT ON BIT (WOB) (TON)','FontSize',12) 
ylabel('ROB (m/hr)', 'fontsize',12) 
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