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ABSTRACT 

 

Home-based workouts are known to have significant health and fitness benefits, but it 

could be dangerous if not performed with proper posture. This could be due to a lack 

of sufficient training and bad habits, or the inability to afford a personal trainer to fix 

the individual's posture. With the current Artificial Intelligence technology, we are 

now able to achieve workout analysis by using computer vision approach without any 

involvement of personal trainer. This report discussed the approach of keypoint 

detection, human pose estimation and pose analysis that will be utilized to produce the 

proposed project through Rapid Application Development (RAD) methodology, 

which will monitor these procedures phase by phase. Pretrained model from 

MediaPipe was chosen as the main human keypoint detection, and various machine 

learning algorithms such as Linear Regression and Random Forest were studied to find 

the suitable algorithm to be implemented in detecting and analyze home workout 

postures. Furthermore, this research also studies on geometrical approach to 

determining proper and improper posture for analysis. These approaches were then 

compared to see which will produce the best results and user experience. Since 

machine learning approach does not produce the best result due to lack of training data 

and variety of other factors, the geometrical approach was chosen as the final approach 

before implementing it into desktop application.  
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CHAPTER 1: INTRODUCTION 

 

1.1 Background of Study 

 

 Since the national movement control order imposed by the government of 

Malaysia, people have been looking for ways to exercise without having to go outside. 

Therefore, doing home workouts has become a common choice among Malaysians. In 

addition, movement control order had caused closure of business activities, public 

places, and daily workout activities at the gym, resulting in various serious 

psychological issues and major health concerns (Kaur et al., 2020). There are several 

benefits of doing workout such as reducing the risk of cardiovascular diseases and 

metabolic syndrome, controlling body weight, strengthen bones and muscle, and 

improving mental health (Gulam, 2016). However, doing workout alone without 

having someone to evaluate their posture can be dangerous if done incorrectly. This is 

due to the fact that exercising regularly without maintaining proper posture can result 

in severe injuries to the muscles or ligaments. Imbo (2018) stated that standing 

incorrectly can cause the bones and muscle to line up incorrectly and obstructing the 

flow of the sciatic nerve. Such blockage can result in sciatica, a condition that causes 

pain in the back of the thigh, calves, and feet. This leads to the necessity of having a 

trainer to supervise the exercise session and correct the individual’s posture. Since not 

everyone has access to personal trainer for various reason, such as unable to go outside 

due to lockdown or unable to afford a personal trainer, an artificial intelligence-based 

application could be used to identify the workout poses and provide personalized 

feedback to assist in improving their exercise posture.   

 

This project aims to develop software that focuses on assisting people in 

properly performing workout such as bicep curl and sit-up using Artificial Intelligence 

with Computer Vision technique. The goal of this project is to help prevent injuries 

and improve the quality of individual's workout by providing personalised feedback 

on their posture using only a computer and a webcam. Artificial Intelligence has 

always been discussed nowadays due to its ability to assist human with their daily 

activities. The capabilities of Artificial Intelligence giving humans hope to develop 

machines with human intelligence. One of the common Artificial Intelligence 
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technologies is called Computer Vision, where machines can recognise photographs 

and videos in the same way that humans do.  

Computer vision is a branch of Artificial Intelligence that aims to teach 

computers to see, identify, and interpret images in the same way that humans do, and 

then produce appropriate outputs. In other words, it combines a computer with human 

intelligence and sensibilities. Image classification, image localization, object detection, 

segmentation, and keypoint detection are some of the tasks included in computer 

vision. 

 

In this project, the author will focus on Human Pose Estimation (HPE) which 

is also part of computer vision task that determines the pose of a human in an image 

or video. HPE can also be characterised as the challenges in determining a camera's 

position and orientation in reference to a specific person. This is performed by 

detecting, locating, and tracking the number of keypoints on a given person's image. 

HPE is classified into two categories which are 2-dimensional and 3-dimensional pose 

estimation. 2-dimensional pose estimation simply predicts the location of a specific 

keypoint in a 2-dimensional space relative to the image, whereas 3-dimensional pose 

estimation converts a 2-dimensional object to a 3-dimensional object by adding a z-

dimension to the prediction. There are numerous approaches for achieving human pose 

estimation; however, Convolutional Neural Network (CNN) will be the most suitable 

deep learning architecture in achieving this due to its specialty in image analysis. 

 

Because deep learning is known to be capable of performing supervised and 

unsupervised data on an image, its use would make this research more efficient and 

effective. This research will use the CNN-based deep learning algorithm to estimate 

human poses and various machine learning models for posture analysis in order to 

provide users with personalised feedback and correct their posture. 
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1.2 Problem Statement 

 

Even though workout exercises have significant health and fitness benefits, but it could 

be dangerous if not performed with proper posture. A common observation shows that 

most people find it very challenging to perform any home workout effectively while 

maintaining a proper posture. For example, an observation by Duncan (2019) 

throughout the session at MOD Fitness still shows that many students make mistakes 

when executing workouts such as plank, lunge, and push ups. Doing exercise 

incorrectly on a regular basis may result in significant long-term injuries. It is reported 

that prolonged poor posture may result in body discomfort and had a detrimental 

impact on the musculoskeletal system, caused localized muscular fatigue, and may 

compromise physical function and level of abilities (Ahmad and Kim, 2018). This 

could be due to a lack of sufficient training and bad habits, or the inability to afford a 

personal trainer to fix the individual's posture. Additionally, the lack of computer 

vision-based technology in correcting an individual’s workout posture could also be 

the problem. There are various workout applications available, such as Nike Training 

Club and Freeletics, but none of them use computer vision technology to monitor and 

analyze user’s workout posture.  

 

1.3 Objectives 

 

The goal of this project is to develop an Artificial Intelligence-based system that assists 

people in performing home workouts such as bicep curl and sit-up by combining 

computer vision technology with human pose estimation technique, along with deep 

learning and machine learning approaches. Following are the objectives of this project 

in order to achieve the mentioned goals: 

 

• To investigate how computer vision can assist in detecting human exercise 

posture and incorrect posture. 

• To develop an artificial intelligence-based software that uses camera to detect 

user’s workout posture and provides personalized feedback on improving their 

exercise posture. 
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• To help preventing injuries and breaking the bad habits of exercising with 

incorrect posture. 

• To evaluate the effectiveness of implementing this software in individual’s 

health. 

 

1.4 Scope of Study 

 

This section will explain the project research study and specify the criteria for home 

workout posture analysis. The study and researched area are divided into three 

sections: the system’s target user, the required tools and technologies, datasets, and 

platform. 

 

1. Target Users 

Target users for this home workout posture analysis using computer vision will 

be UTP students that frequently perform workouts such as bicep curl and sit-

up without a personal trainer. Even though everyone in the world able to utilise 

this system, but due to time constraints and the capabilities of a single novice 

developer, it is not yet suitable to release this system globally. 

 

2. Tools and Technologies 

This project will be using CNN-based deep learning algorithm, various 

machine learning algorithm such as Linear Regression and Random Forest, and 

MediaPipe library from Google to achieve human pose estimation. This system 

will be built using author’s personal laptop, MacBook Pro with the 

specification of M1 Chip and 8 Gigabytes of RAM. It will also implement the 

laptop’s internal webcam to capture real-time video.  

 

3. Datasets 

The datasets used for this project will be from open-source collection that is 

publicly available such as COCO and LSP datasets. The deep learning model 

will be trained with thousands of images of different people to ensure that it 

can deliver the desired result with high accuracy of workout pose estimation. 
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CHAPTER 2: LITERATURE REVIEW 

 

In this project research, the author decided to focus his attention towards two particular 

task of computer vision, which are achieving human pose estimation and posture 

comparison in terms of video frames. The following publications and research paper 

were reviewed to study their development method that can help to achieve this 

project’s goal.  

 

Human pose estimation has been studied extensively as a part of computer 

vision and used in varieties of application, such as workout posture analysis. However, 

achieving human pose estimation is quite a challenging problem in the computer vision 

field. Automatically detecting a person's pose in an image is a tough issue since it is 

dependent on several factors such as image scale and resolution, change of lighting, 

cluttered background, clothing variations, surroundings, and human interaction with 

the surroundings (Sigal, 2020). However, Yamakawa et al. (2020) from Waseda 

Univesity in Tokyo, Japan proposed a method for improving the accuracy of human 

pose estimation in videos. Technically, predicted human pose is a set of time series 

data; so, human pose estimation can be accomplished more accurately by applying 

time series correlation. To improve detection accuracy, they integrated CNN-based 

model with multiple objects tracking framework. This means that undetected or 

incorrectly detected body joints will be interpolated using information from previous 

and following frames.  

 

There are in fact many other ways to achieve human pose estimation in video 

frames. For pose detection, Steven and Richard use a pretrained model from the 

opensource library called OpenPose. OpenPose uses vectors that encode the position 

and orientation of limbs as a new way of pose estimation. The model is made up of 

multiple stage CNN with two branches which are learning the confidence mapping of 

a keypoints on an image and learning the part of affinity fields (Cao et. al, 2017). 

Mahendran (2021) proposed an approach that makes use of another opensource library 

known as PoseNet. PoseNet is another real-time pose detection approach that works 

on both single and multiple human detection. It was trained on Google's MobileNet 

Architecture, which is similarly a CNN-based architecture used mostly for image 

analysis. MobileNet architecture was also recognised to be light weighted than any 
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other architecture since it uses depth wise separable convolution to deepen the network 

while reducing parameter, computation cost, and increasing accuracy (Agrawal, 2021). 

Whereas Jin et. al (2015) proposed another method for estimating human posture 

which is by using Microsoft Kinect sensor. Microsoft Kinect has their own usage of 

machine learning or deep learning algorithm that captures from the Infrared emitter. 

However, according to Jin et al. (2015), there is one limitation when using the tool, 

which is that the user must stay between 1.8 to 2.5 metres of the Kinect sensor in order 

for it to work effectively.  

 

The achievement of human pose estimation alone will not meet the project’s 

goal since the system must be able to provide feedback to the end-user. For instance, 

Chen et al. (2020) established the angle between the upper arm vector and the torso 

vector in their study on bicep curl workout analysis. They measure the minimum angle 

achieved between the upper arm and forearm by implementing geometry evaluation, 

and if the angle exceeds 35 degrees, it shows that the user rotates the arm excessively, 

while less than 70 degrees indicates that the user is not curling the weight all the way 

up. This method was also implemented by Chen et. al (2019), where they calculated 

the angle of each joint while performing a plank exercise and determining which angle 

was appropriate when performing the exercise. They further claim that in order to 

obtain a reliable angle from the proper perspective, two and three dimensions of these 

angles must be identified, which can be accomplished using Least Square 

approximation approach. Nagarkoti et. al (2019) takes advantage of time series 

analysis using Dynamic Time Warping (DTW) algorithm in order to compare the 

posture of two people. DTW requires the definition of a similarity measure between 

any two points/items in a pair of sequences and produces a mapping of closest 

matching point or item pairs (Zhang, 2020). The similarity of two matching points 

indicates that the user is completing the exercise with proper posture, whilst the 

difference indicates that the user’s posture is poor. 
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Figure 1 Alignment of two sample sequences using DTW algorithm 

According to these literatures, it has been found that there are many ways and 

techniques to achieve human pose estimation and pose comparison between two 

people. For human pose estimation, CNN-based architecture is the common 

framework to be, as CNN algorithm specialize for image and video recognition. CNN 

works by extracting features from the images through input layer, output layer, and 

hidden layer. Even though Kinect has been used in human pose estimation, it is 

important to be noted that the device was released back in 2010 where very little 

information about the quality of the data were obtained. Under a paper of Khoshelham 

(2012), he discovered that the random error of depth measurement grows with 

increasing distance to the Kinect sensor, ranging from a few millimetres to nearly four 

centimetres at the sensor's maximum range. He also discovered that the device's depth 

resolution diminishes quadratically with increasing distance from the sensor.  

 

The table below shows a tabular breakdown of the method used to achieve human pose 

estimate and pose comparison. 

 

Table 1 Breakdown of human pose estimation and pose comparison method 

Author Title Method for Human 

Pose Estimation 

Method for Pose 

Comparison 

Kothari, S. 

(2020) 

Yoga Pose 

Classification 

Using Deep 

Learning 

Deep learning method: 

Multilayer Perceptron, 

Long Short-Term 

Memory, 
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Convolutional Neural 

Network and machine 

learning method: 

Support Vector 

Machine 

Ribera, S., 

M. (2020) 

Computer Vision 

Analysis of the 

body-pose 

similarity from 

two 

different subjects 

with the aim of the 

correct 

development of 

physical 

exercises. 

PyTorch model that 

uses Convolutional 

Neural Network 

approach 

Percentage of 

Detected Joint 

Chen, S. & 

Yang, R., R. 

(2020) 

Pose Trainer: 

Correcting 

Exercise Posture 

using Pose 

Estimation 

OpenPose model that 

uses Convolutional 

Neural Network 

approach 

Angle differences 

using geometry 

evaluation, and 

machine learning 

evaluation: 

Dynamic Time 

Warping 

Chen, Y., 

Chen, Y., Tu, 

Z. (2019) 

Fitness Done 

Right: A Real-

Time Intelligent 

Personal Trainer 

For Exercise 

Correction 

Two-branch 

Convolutional Neural 

Network 

Vector distance, 

weighted 

Euclidean distance, 

and weighted angle 

distance 

Nagarkoti, 

A., Teotia, 

R., Mahale, 

A., K., & 

Das, P., K. 

(2019) 

Realtime Indoor 

Workout Analysis 

Using Machine 

Learning & 

Computer Vision 

Two-branch 

Convolutional Neural 

Network 

Dynamic Time 

Warping 

Nishani, E., 

& Cico, B. 

(2017) 

Computer Vision 

Approaches based 

on Deep 

Learning and 

Neural Networks: 

Deep Neural 

Networks for 

Video Analysis of 

CoordinateNet and 

HeatmapNet that uses 

Convolutional Neural 

Network approach 
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Human Pose 

Estimation 

Dsouza, G., 

Maurya, D., 

& Patel, A. 

(2020) 

Smart gym trainer 

using Human pose 

estimation 

Convolutional Neural 

Network 

  

Jin, X., Yao, 

Y., Jiang, Q., 

Huang, X., 

Zhang, J., 

Zhang, X., & 

Zhang, K. 

(2015) 

Virtual Personal 

Trainer via the 

Kinect Sensor 

Microsoft Kinect 

Sensor 

Action 

Classification, 

Dynamic Space-

time Warping, and 

Fitness Score 

Anilkumar, 

A., Athulya, 

K., T., Sajan, 

S., & Sreeja 

K., A. (2021) 

Pose Estimated 

Yoga Monitoring 

System 

MediaPipe model that 

uses Convolutional 

Neural Network 

approach 

Angle differences 

of each joint 

Yang, L., Li, 

Y., Zeng, D., 

& Wang, D. 

(2021) 

Human Exercise 

Posture Analysis 

based on Pose 

Estimation 

OpenPose model that 

uses Convolutional 

Neural Network 

approach 

Angle differences 

of each joint 

Sonwani, N., 

& Pegwar, A. 

(2020) 

Auto_Fit: 

Workout Tracking 

using Pose 

Estimation and 

DNN 

PoseNet model that 

use Deep 

Convolutional Neural 

Network approach and 

Deep Neural Network 

Binary-Cross 

Entropy 

Alatiah, T., 

& Chen, C. 

(2020) 

Recognizing 

Exercises and 

Counting 

Repetitions in Real 

Time 

OpenPose model that 

uses Convolutional 

Neural Network 

approach 

  

Mahendran, 

N. (2021) 

Deep Learning for 

Fitness 

PoseNet model that 

use Convolutional 

Neural Network 

approach and Deep 

Neural Network 

Difference 

between slope in 

body parts 

Yadav, S., K., 

Singh, A., 

Gupta, A., & 

Real-time Yoga 

recognition using 

deep learning 

Convolutional Neural 

Network and Long 

Short-Term Memory 

  



 10 

Raheja, J., L. 

(2019) 

Bhambure, 

S., Lawande, 

S., Upasani, 

R., & 

Kundargi, J. 

(2021) 

Yog-Assist OpenPose model that 

uses Convolutional 

Neural Network 

approach 
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CHAPTER 3: METHODOLOGY 

 

Rapid Application Development (RAD) method is chosen in this project research to 

achieve the proposed aims and goals in developing FitAI: Home Workout Posture 

Analysis using Computer Vision. This methodology focuses on rapid application 

development through multiple iterations and continuous feedback from the end-user. 

This is important because it breaks up into several phases and involve collaboration 

with the end-user, allowing this project to be enhanced at every stage.  

 

The RAD cycle consists of four stages which can be defined as follows: 

1. Define project requirements 

2. Prototype 

3. Rapid construction and gather feedback 

4. Finalise product and implementation 

 

 

Figure 2 Rapid Application Development Process Flow 

 

Some other key benefits of applying RAD cycle in this project are: 

• Developer have greater flexibility and adaptability, allowing them to make 

rapid adjustments during the development process. 

• Early system integration and frequent iterations of feedback accelerates project 

execution. 

• Better risk management since testing occurs during each iteration, allowing 

end-users to quickly identify and discuss errors. 
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3.1 Define Project Requirements 

 

The project requirements are mentioned in the objectives section earlier, which 

is to investigate on how computer vision can assist in detecting human exercise posture 

and incorrect posture. To achieve this, the author must first achieve human pose 

estimation by using deep learning with CNN-based architecture as it is the common 

framework that specialized in image processing. The system should then be able to 

provide personalized feedback on their workout posture by detecting improper posture 

using various approaches. Machine learning and geometrical approaches are studied 

to find which approach is capable of achieving he author’s main goal. The selected 

approaches will be then implemented into a desktop application following the best 

practices of designing user interface for better user experience.  

 

This methodology was also implemented by Grandel et. al (2020), where they 

separate the process of achieving human pose estimation and pose comparison on 

different stages. This is because both of this stage requires different datasets to be 

trained with deep learning or machine learning model, as creating the algorithm 

together would possibly reduce the amount of model accuracy, hence delaying 

project’s implementation phase. 

 

The requirements of these two stages will be broken down into datasets, 

hardware tools, programming language, and other associated software used for this 

project. The following are the required items for each category: 

 

1. Dataset for Human Pose Estimation 

 

a. Common Objects in Context (COCO) Dataset 

 

COCO is a large-scale open source dataset with over 330 thousands of 

images in which more than 200 thousands images are labelled. This dataset 

contains tagged images with features such as Object Classification, Object 

Segmentation and Keypoint Detection.  
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Since this project will be focusing on keypoint detection of human joints, 

COCO uses a total of 17 keypoints as shown in figure 3. These keypoints 

includes the detection nose, eye, shoulder, elbow, wrist, and so on.  

 

Figure 3 Keypoints location in COCO image dataset 

 

 

b. Leeds Sports Pose (LSP) Dataset 

 

The COCO dataset may contain all of the common objects around us, but 

too many objects can cause our model to become overwhelmed and 

misrepresent the posture it is intended to predict. As a result, LSP may be 

beneficial for this project since it has 2000 images of athletes gathered from 

the photography website, Flickr. Figure 4 illustrates some of the sports 

represented in the dataset. 

 

 

Figure 4 Example of LSP Sports Dataset 

  



 14 

This dataset only has 14 keypoint locations, which is less than the COCO 

Dataset. Figure 5 illustrates the ordering of the keypoints: 

 

 

Figure 5 Keypoints location on LSP Dataset 

 

2. Dataset for Pose Comparison 

 

a. Proper posture and improper posture 

 

This dataset can be obtained after the author has finally achieve building 

human pose estimation using CNN-based architecture. The expected 

dataset will be in a form of x, y, and z coordinates of human joints in an 

image.  

 

3. Hardware tools 

 

a. MacBook Pro. Specification: M1 Chipset, 8GB RAM, 720p internal 

camera.  

 

Figure 6 Apple MacBook Pro 
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4. Programming Language & Libraries 

 

a. Python 

 

Figure 7 Python programming language 

b. OpenCV 

 

Figure 8 OpenCV library 

c. MediaPipe 

 

 

Figure 9 MediaPipe library 

 

d. PyQT5 

 

 

Figure 10 PyQt5 library 
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5. Software 

a. Jupyter Notebook 

 

Figure 11 Jupyter Notebook 

b. PyCharm 

 

Figure 12 PyCharm IDE 
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3.2 User Design 

 

The following phase will be the process of designing the flow of this project. The goal 

is to rapidly create a workable design that can be demonstrated to the end-user. Rapid 

design encourages user interaction, testing, and frequent feedback on the design. Doing 

flowchart can be useful in visualizing the project workflow. The next step is to 

prototype the Graphical User Interface (GUI) of the system. 

 

 

Figure 13 Flowchart of project workflow 
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3.3 Graphical User Interface (GUI) Prototype 

 

 

 

Figure 14 Main Page GUI Prototype 

 

 

Figure 15 Feedback Page GUI Prototype 
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3.4 Testing phase 

 

The testing phase will determine whether the implemented model, which to achieve 

human pose estimation and pose comparison can be performed smoothly. Errors and 

bugs are also to be expected during this phase, given it is only a testing process and 

not yet an implementation. As a result, these errors should be documented so that we 

can analyse and fix them before moving on to the implementation phase. 

 

3.5 Implementation phase 

 

This project is ready to be implemented after the testing phase is completed using the 

previously mentioned software and tools. To ensure a seamless development process, 

the system must adhere to the previously stated RAD technique and be built with the 

design created during the prototyping phase. The system’s target user will then be able 

to interact with the system by start recording or uploading their workout videos to 

analyse posture and expect personalised feedback to fix their posture. 
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3.6 Gantt Chart 

 

Figure 16 shows the Gantt chart of all the processes involved in FitAI: Home Workout 

Posture Analysis using Computer Vision project. This project is currently in Phase 2, 

and the next phase will begin in the following semester, January 2022. 

 

 

 

Figure 16 Project Gantt Chart 
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CHAPTER 4: RESULTS AND DISCUSSION 

 

4.1 Human Pose Estimation 

 

According to the literature review in previous chapter, the common method 

to estimate human posture is by using convolutional neural network (CNN) for 

labelling RGB images. CNN is well-known for its excellent approach to image 

classification and object identification problems. However, implementing CNN 

from scratch would be challenging for the author because it is critical to include at 

least tens of thousands of images of people with various illustrated body joints. 

Furthermore, training on such a large volume of data necessitates a significant 

amount of computational power. The most resource-intensive task for any neural 

network is the training phase of a deep learning model. Therefore, much better 

Graphics Processing Units (GPU) are required, as powerful GPUs are optimised 

for training artificial intelligence and deep learning algorithms due to their ability 

to process multiple computations at once. 

 

As an alternative, the author's initial plan of implementing CNN will have 

to be changed to implementing any open-source pre-trained model available. After 

experimenting with several state-of-the-art pose estimators, MediaPipe appears to 

be the most user-friendly and straightforward to implement until production. The 

other reason why MediaPipe is chosen because of its performance. MediaPipe’s 

speed is achieved thanks to the use of GPU acceleration and multi-threading.   

 

In order to use MediaPipe, it is important to obtain data from user’s camera. 

Therefore, OpenCV is used to feed the data for MediaPipe pretrained model for 

computer vision tasks. OpenCV is a python library that is widely used for image 

analysis, image processing, image detection and recognition, and so on. There will 

be some minor tweaks to make the solutions work, as MediaPipe only allows Red-

Green-Blue (RGB) images to detect human keypoints accurately. Meanwhile, 

OpenCV’s default colour input is Blue-Green-Red (BGR). Therefore, it is 

important to convert BGR data into RGB data to allow MediaPipe’s machine 

learning model to be able to detect human keypoints accurately. In order to obtain 

human keypoint data, MediaPipe converts it into x, y, and z coordinates, which are 
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normalised to [0.0, 1.0] by the image width and height. These data can be very 

useful for posture analysis as it allows to calculate the difference of angles of joints 

between proper postures and improper postures and then analyse it. It can also be 

useful for posture classification which will be explain further in the next chapter. 

Figure 17 shows the current topology of MediaPipe’s library, which present 33 

human body keypoints. 

 

 

Figure 17 MediaPipe Pose Landmarks 

 

4.2 Posture Analysis Methods 

 

Home workout posture analysis can be accomplished using two methods: Machine 

Learning Algorithm and Geometrical Approach. The author will use these two 

approaches and compare which one produces the best results and user experience.

  

 

Figure 18 Process flow of Posture Analysis 
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4.2.1 Machine Learning Approach 

 

The machine learning pipeline process will be as figure below: 

 

 

Figure 19 Proposed Machine Learning pipeline 

 

Data Collection 

 

To build the machine learning model, the author must collect data on 

workout postures in the form of images or videos. However, due to the 

increasing case of Covid-19, scheduling an appointment with a certified 

workout trainer and obtain data from them is challenging. As an alternative, 

proper bicep curl and sit-up workout postures were studied and identified 

through online platforms such as Fitness blogs and YouTube. The author 

then invites students who currently stays in UTP campus to contribute to 

the data collection of workout postures. As of early March 2022, three 

people had agreed to participate in these workouts and had agreed to be 

recorded for the data collection purposes.  

 

The workout is recorded in MOV format with a total file size of 1GB and 

consists of two different workouts, bicep curl and sit-up, with proper and 

improper posture categories. Due to time constraints, these individuals 

were only required to perform 20 repetitions of each workout, which 

included 10 proper postures and 10 incorrect postures. 

 

These videos must be fed into a computer vision program that is designed 

to extract all joints coordinates and store it in CSV file format. Figure 20 

shows the full code of the program for human joints extraction in a form of 

x, y, and z coordinates.   
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Figure 20 Code for Human Joints Coordinate Extraction 

While extracting data, the programme will also draw the joints in the 

shoulder, elbow, and wrist for better visualisation and observation. 
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Figure 21 Bicep Curl Proper Posture: Down 

 

Figure 22 Bicep Curl Proper Posture: Up 

 

Figure 23 Bicep Curl Improper Posture: Forward 

 

Figure 24 Bicep Curl Improper Posture: Backward 

 

Data Cleaning and Preparation 

 

Handling missing value is an important part of data cleaning and 

preparation. The extracted data may be filled with Not a Number (NaN) 

values, but these values were purposefully left as empty because they do 

not provide any useful information, such as incorrectly detected joints, 

unrelated postures, and so on. Therefore, these values must be dropped 

immediately before being fitted into various machine learning algorithms 

for future evaluation. Instead of manually removing each of those NaN 

values, it can be easily done with a popular data analysis tool called Pandas 

using “dropna” function. 
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Figure 25 Raw data 

 

 

Figure 26 Cleaned data 
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Model Training 

 

The machine learning task used in this project is called Supervised 

Learning. Supervised learning is defined as the type of machine learning 

that take in data samples, also known as training data, and associated 

outputs, also known as labels, with each data sample during the model 

training process. The main objective is to learn a mapping or association 

between input data samples x and their corresponding outputs y based on 

multiple training data instances. In other words, this method is termed 

because our model learns on data samples where the desired outputs are 

already known beforehand. In this example, the desired output is the 

workout posture class, and the data samples or training data are the x, y, z, 

and visibility joints coordinates.  

 

Therefore, the dataset must be separated into data samples, x, and 

corresponding outputs, y. This can be done by dropping workout posture 

class values and store it in variable x. The remaining values will be stored 

in variable y. Figure 27 shows the example of these datasets. 

 

 

 

Figure 27 Sample dataset 

Before proceeding to training the machine learning model, it is important 

to split the data into train dataset and test dataset. The reason of splitting 

the data is that it can produce an unbiased evaluation of later prediction 
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performance. Splitting into train dataset is used to fit the machine learning 

model, while splitting into test dataset is used to evaluate the fitted machine 

learning model. The objective is to estimate the machine learning model's 

performance on new data that was not used to train the model. This data 

splitting can easily accomplish using a data science library, scikit-learn, 

with its train_test_split() function. The author chooses a 70/30 split ratio, 

in which 70 percent of the dataset split into training and 30 percent split 

into testing. 

 

The datasets can then be trained using various machine learning 

classification models. The author will use the common classification 

algorithm such as logistic regression, ridge regression, random forest, and 

gradient boost. The algorithm with highest accuracy will be chosen to train 

the classifiers.  

 

Model Evaluation 

 

Classification accuracy, confusion matrix, precision and recall, F1 Score, 

and many other metrics are generated to assist in determining which 

machine learning algorithm produces the best and most accurate results.  
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a. Logistic Regression 

 

 

Figure 28 Confusion Matrix of Logistic Regression 

 

Figure 29 Classification Report of Logistic Regression 
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b. Ridge Regression 

 

 

Figure 30 Confusion Matrix of Ridge Regression 

 

 

Figure 31 Classification Report of Ridge Regression 
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c. Random Forest 

 

 

Figure 32 Confusion Matrix of Random Forest 

 

 

Figure 33 Classification Report of Random Forest 
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d. Gradient Boost 

 

 

Figure 34 Confusion Matrix of Gradient Boost 

 

 

Figure 35 Classification Report of Gradient Boost 

 

Table 2 Comparison between results of different Machine Learning Algorithms 

 

  

Machine Learning Algorithm Accuracy 

Logistic Regression 97% 

Ridge Regression 99% 

Random Forest 97% 

Gradient Boost 98% 
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According to Table 2, Ridge Regression shows the best accuracy among 

other three algorithms. Therefore, Ridge Regression will be chosen to train 

the workout classifier. 

 

Model Deployment 

 

Correct Prediction 

 

 

Figure 36 Correct Prediction using Ridge Regression 
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Incorrect Prediction 

 

 

Figure 37 Incorrect Prediction using Ridge Regression 

 

Even though the ridge regression shows the highest accuracy, the result 

after deploying and testing in real-time does not performed perfectly as 

expected. The model displays many false positive of a certain posture 

classification which can be seen in figure 37. The author concluded that 

this occurred as a result of a variety of factors. These factors include a small 

amount of video data for model training, a different training data 

environment, a change in lighting, and so on. 

 

4.2.2 Geometrical Approach 

 

Another approach of detecting improper postures during workout is 

calculating the angles using basic trigonometry. Figure 38 shows the 

process of developing using geometrical approach. 
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Figure 38 Process flow of geometrical approach 

In a bicep curl workout, there will be two different arm position. First, the 

arm of the user must be kept straight and not move significantly. This 

position will be classified as “Bicep Down”. Secondly, the forearm and 

wrist of the user will be brought up until the bicep is fully contracted to 

show it is a complete bicep curl. In order to calculate this, the angle must 

be taken between shoulder, elbow, and wrist. Figure 39 illustrates the angle 

that will be calculated using geometrical approach.  

 

 

Figure 39 Angle of three joints 

 

The position of shoulder, elbow, and wrist are represented by x-coordinate 

and y-coordinate. These coordinates will be extracted and apply it into a 

formula to calculate the angle between three points (shoulder, elbow, wrist) 

in degrees. By doing this, the author can analyse the angle of proper posture 

when the user is in their start position with the weight down (nearly 180°) 

and when the weight is lifted (around 25°).  

 

 

Figure 40 Geometrical calculation formula 
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Figure 41 Example of angle in degrees of three joints 

 

However, the angle between shoulder, elbow, and wrist is only suitable to 

calculate the number of repetitions, by counting the stages of “bicep down” 

and “bicep up”. To determine whether the user is performing the workout 

with incorrect posture, it is necessary to understand and research the most 

common bicep curl error that people have been making. According to 

Herman, the common mistake is hooking weight instead of curling. This 

means that the movement of their elbows are to excessive either forward or 

backward and not lock to their side throughout the movement. Therefore, 

the 3 points that works the best to calculate the angles of improper posture 

is between elbow, shoulder, and hip. If the user is performing bicep curl 

correctly by locking their elbows to their side, the angle should be 

approximately 0°. Through the analysis of annotate video data, it is founded 

that if the angle between elbow, shoulder, and hip exceeds 10°, the elbow 

position is too forward. If the angle between those 3 points less than 10°, 

then the elbow position is too backward. The system will then notify the 

user by displaying feedback and making suggestions on how to improve 

their posture using quantified measures and thresholds. 

 



 37 

 

Figure 42 Angle of three joints: Bicep forward 

 

 

Figure 43 Angle of three joints: Bicep backward 

 

As shown in figures above, using geometrical approach performed better 

than machine learning approach. Through the analysis, the geometric 

approach classifies all proper posture correctly and almost 90% of 

improper posture are labelled as improper posture. In addition, geometrical 

approach uses the most straight forwarded way of detecting improper 

posture by calculating the difference between angle of proper posture and 

improper posture in real-time instead of predicting the posture using 

Machine Learning approach. Therefore, this approach will be implemented 

in the desktop application which can be seen in the next subchapter. 
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4.3 Desktop Application 

 

System Design 

 

The following figures shows the main page and feedback page of FitAI desktop 

application. On the left side buttons, users are able to select either bicep curl or 

sit up to analyse their workout posture. The system will then display the 

visualization of relevant joints that associated to the selected workout. 

Furthermore, the system will display a reference video of a trainer performing 

the selected workout as well as the number of workout repetitions. Feedback 

will be presented in the form of instructions and will also be read aloud by a 

"text-to-speech" generator to alert the user. Finally, once the user has 

completed the workout, they can view the full analysis of their workout session 

by clicking on the "View Feedback" button. 
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Figure 44 Main Page of FitAI Desktop Application 

 

Figure 45 Feedback Page of FitAI Desktop Application 
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CHAPTER 5: CONCLUSION AND RECOMMENDATION 

 

Overall, the home workout posture analysis system was developed successfully 

and met the author's objectives. The system development method is divided into four 

stages, which are achieving human pose estimation by detecting human joints 

(keypoints), detecting proper and improper workout posture using machine learning 

and geometrical approaches, comparing which approaches yield the most accuracy, 

and finally building a desktop application with a user-friendly interface for better 

system usability. Initially, various publicly available datasets were chosen, such as 

COCO and LSP datasets, to achieve human pose estimation using CNN. However, 

implementing CNN from scratch would be difficult due to the large volume of data, 

which necessitates a large amount of computational power and a powerful GPU. As 

an alternative, this system utilizes Google's Mediapipe as the primary keypoint 

detection model.  In terms of detecting workout postures, geometrical approach was 

chosen as the best approach before implementing it into desktop application.  

 

One notable issue in this project is that the MediaPipe model may overlook 

human keypoint locations. However, this could be due to lighting, a complex 

background, multiple people staying in the same video frame, and other factors. The 

next possible issue that can occur is the accuracy of the angle calculation for proper 

and improper postures due to different camera angles and position. Throughout the 

research, the author only tested on one specific camera angle that is parallel to the user. 

However, this can be fixed in the future iterations by adding a recommended camera 

angle and position for more accurate results.   

 

The author’s inspiration for this project came from observing people who were 

experiencing mild pain during their workout session, and poor workout posture is one 

of the factors that contribute to the pain. The author acknowledged that this system has 

a great potential in fixing this with the current technology advancement of Artificial 

Intelligence, Computer Vision and Machine Learning. Therefore, this project has 

allowed people to perform home workouts correctly without any involvement of a 

personal trainer. However, the performance of current stage of this project would be 

less perfect due to various factors that cannot be fixed by a single novice programmer 

in a timespan of two semesters. As a result, finding the closest match of the target 
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domain would produce a reasonable and acceptable result. Following that, feedback 

will be documented, and an appropriate improvement strategy will be implemented in 

the project's future work. 
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