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ABSTRACT

Machine Learning (ML) isamethod of studying the computer algorithms that can improve and
advance automatically throughout time with experience by using data that is collected by
humans. There are many application in our daily lives that we can apply machine learning to.
For this project, machine learning will be applied for predicting the future stock market price.
This model will predict the stock market price based on past and current data that will be
scraped from sources like Yahoo Finance. Machine learning has significant applications in
predicting the stock price in the financial market as it has an algorithm that can train and test
the available price data to output future price data. The machine learning method that is used
in this project is LSTM (Long-Short Term Memory) Neural Network. In this project, | will be
developing on predicting the returns on stocks or share prices. Thisis avery complex task and

has uncertainties as it uses ML algorithms and the accuracy will improve overtime.
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CHAPTER 1

INTRODUCTION
1.0 Background

Since 1950’s people are buying and exchange stocks in the stock market. Before, it was
hard to buy one because you need to have a broker and then call them and state how many
stocks you would buy. Nowadays, people just open a brokerage account online and buy
stocks without having to call a stock broker. Stock market is where people buys shares or
stocks of a company that is public listed. A public listed company are companies that is
listed in the stock exchange market. Meaning, a public listed company is public owned, no
one owns a 100% stake of it thusit has no owner except for the person that owns the most
stake of the company. Most of the time it’s the corporate stock investors and sometime
from retail investors that buys the stocks. Stocks or shares is a piece of a company paper
that you can buy and own atiny proportion of that company. Say you buy one unit of stock
from Apple Inc., you own the company by one unit of their entire value. The company
valued at 2Trillion USD, so if you buy say 100units, you own about 0.00000075% stake of
Apple Inc. based on their current value at November 2021.

Corporate investors and retail investors are different from each other. Corporate investors
are like banks, hedge funds, and any company that buys stocks, while retail investors are
individual investorslike me, you, your friends and more. Thisfinal year project can benefit

those two entity whether you are corporate or retail investors.

Thetargeted user for thisproject will be theinvestorsand aso can befor the finance college
student in practicing how to invest. Stock price prediction analysisin this project is the act
of predicting the future price or value of a certain company stock traded on the stock
exchange/market. An accurate prediction of a stock's future price could bring significant
profit to investors. The efficient-market hypothesis or (EMH) suggests that stock’s current
prices reflect all currently available information and any price changes that are not based
on newly reveaed information thus it is inherently unpredictable (Fama & Eugene, 1970,
p. 383). Others differ and those with this perspective in this title such as myself, have few
techniques and innovationsin technology which purportedly permit theinvestorsto acquire
future value data.



Thisfinal year project aimsto predict the stock price in the stock market for future profits.
The way the investors earn money, whether corporate or retail, is from capital gains. A
capital gainsis profits that you earn from selling stock that you bought. For example, you
bought a stock for RM5 per share, then the stock goes up at RM5.50 per share. Then, you
sell the stock, so your capital gains are RMO0.50 per share.

Predictions on stock market exchange prices are an incredible test because of the way that
it is an enormously perplexing, tumultuous and dynamic environment. There are many
research from different regions meaning to take on that test and Machine Learning
approaches have been the focal point of large numbers of them. There are numerous
instances of Machine Learning calculations had the option to arrive at good outcomes
while doing that sort of expectation. This final year project concentrates on the utilisation
of LSTM networks on that situation, to anticipate future patterns of stock prices dependent
on the value history, close by with specialised investigation pointers. For that objective, a
prediction model was constructed, and a progression of experiments were executed and
theirs outcomes broke down against various measurements to survey in case this kind of
calculation presents and enhancements when contrasted with other Machine Learning
techniques and venture procedures. The outcomes that were acquired are promising, getting
up to anormal of 55.9% of exactness while foreseeing in case the cost of a specific stock

will go up or not sooner rather than later.

1.1 Problem Statement

Predicting how the stock market price will perform is one of the most difficult thingsto do
even without the use of Machine Learning (ML). There are so many factorsinvolved in the
prediction physical factors vs. psychological, rational and irrational behaviour, etc. All
these aspects combine to make share prices volatile and very difficult to predict with ahigh

degree of accuracy.

Stock investment nowadays is a type of income that most people have, especialy the

wealthy. It is an income that is called as portfolio income. An income received from
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investments, dividends and capital gains. Unlike earned income, is a type of income that

received from jobs or company that you worked for.

Predicting the stock price can ease the work of investors in investing their next company’s

stock of choice. Now, investors of way in predicting the future price of astock is by doing

bunch of analysis using formulas and they need to calculate by themselves. The analysis

could be technical analysis, P/E Ratio, earnings per share and more. By developing a

Machine Learning model, al of that can easily be automated and calculated by a computer

algorithm without the need of having a human supervision.

» |If you realise, the stock market price appears in the news every day, specificaly at the
bottom of your screen tv. We hear about it every time when the price reaches an altime
high or a new high or a new low. The percentage of investment and business
opportunitiesin the Stock exchange market can increaseif an efficient algorithm could
be devised to predict the short term price of an individual stock (Joish Bosco, 2018).

* Inthisfinal year report. wewill seeif thereisapossibility of devising amodel using an
LSTM Neural Network which will predict stock price with aless percentage of error in
the final output. We will also see how reliable and efficient this model will be.

1.2 Objective and Scope of Study

1.2.1 Objective

This web-based or interface-based stock prediction analysis dashboard will be developed
to ease the work of targeted users like entrepreneurs, investors, businesses, and more in
making their future decisions in investing in the stock market. The stock price data that
gathered for training and predicting the future price on the web-based dashboard will be
useful for the users to make analysis as the datais areal-time data. The Machine Learning
model that this project develop extracting stock price data using scraping method which is
extracting the data directly from website, specifically from Y ahoo Finance.

+ To design an Al based technology with Machine Learning algorithm in assisting the

usersin making predictions for their stock investment.
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To develop adashboard platform using Data Scrapping techniquesin gathering the data
with python technology and predicting the price using the data using ML algorithm
called asLSTM Neura Network.

To develop a user-friendly interface and dashboard to output the result of prediction
analysis of stock price using the ML algorithm.

1.2.2 Scope of Study

This project will help the targeted users to improve their future decision in making more

effective and more accurate and to solve the limitation issues as well in the stock market

industry. This study will be focusing on the investors, financial analyst, economist,

businesses, individuals and as well as finance college student as the users. Hence, the

research and development process of this study will consist of both targeted users and the

variety of stock investing platforms and their features. The details of the scope can be

classified into two categories below:

Targeted Users

Users that will mainly involve with this project’s platform are the users in the business
world, critics, and financial and economy analyst. The users will make use of this
project’s dashboard to make analyst to make their own future decision making process.
This dashboard-based prediction model will have a feature where some finance
strategies and decision making will be done by Artificial Intelligence (Al) and Machine
Learning (ML). Thiswill ease the work of the analyst out there in making their task for
future decision making.

Development Tools

The proposed development tools for this study will be a Machine Learning algorithm
using the LSTM (Long-Short Term Memory) Neural Network for the analyst of the
stock price data and a simple data scraping technique for extracting the data from the
website (yahoo.finance.com). All the technologies involved will be integrated with
each other to make this study a success. The implementation of the Al and ML
technology on the dashboard will be developed via the backend development of the
dashboard with machine learning model and integrated with the data scraping
techniques for the stock data for the ML model to make analysis.

12



CHAPTER 2

LITERATURE REVIEW

LSTMs Neura Network iswidely used around the world for its sequence prediction problems.
The method also have proven to be extremely effective. The particular reason for circumstance
they work so perfectly well is because the LSTM Neural Network is able to store past
information that is important, and forget the information that is not (Stock Prices Prediction
Using Machine Learning and Deep Learning Techniques (, n.d.). LSTM has three gates for its

implementation which are:

1. Thelnput Gate: Theinput gate addsin the information to the cell state.

2. TheForget Gate: This gate eliminates the information that is no more required
by the ML model.

3. The Output Gate: This gate in this algorithm which is LSTM selects the

information to be shown as output.

2.1. LSTM Neural Network for Predicting Stock Market’s Price Movement

Forecasts or predictions on securities exchange (Stock Market Exchange) costs are an
incredible test because of theway that it is an enormously perplexing, tumultuous, and dynamic
climate. There are many investigations from different regions meaning to take on that test and
Machine Learning approaches have been the focal point of a considerable lot of them. There
are numerous instances of Machine Learning calculations had the option to arrive at good
outcomes while doing that sort of expectation. This literature concentrates on the use of LSTM
networks on that situation, to anticipate future patterns of stock costs dependent on the value
history, close by with specialised examination markers. For that objective, a prediction model
was constructed, and a progression of trials were executed and theirs outcomes dissected
against various measurements to survey assuming this kind of calculation presents and
enhancements when contrasted with other Machine L earning techniques and venture systems.
The outcomes that were acquired are promising, getting up to a normal of 55.9% of exactness
while foreseeing assuming the cost of a specific stock will go up or not soon (David M. Q.
Nelson, n.d.).

2.1.2. Background and Research

13



With regardsto stock market exchanges, notwithstanding itsinborn complexity and dynamism,
there has been a steady discussion on the prediction consistency of the stock returns. (Malkidl,
1970) presented the Efficient-Market speculation that characterizes that the current cost of a
resource consistently mirrors generally past data accessible for it instantly. On the other hand,
there are different authors who guarantee that, truth be told, stock market prices can be
predicted essentially somehow (MacKinlay, 1999). Furthermore, an assortment of strategies
for predicting and displaying stock behaviour have been object of investigation of various
disciplines, like financial aspects, insights, physica science and software engineering.
Furthermore, an assortment of strategies for predicting and displaying stock behaviour have
been object of investigation of various disciplines, like financial aspects, insights, physica
science and software engineering. It’s worth focusing on that in 2012, it was assessed that
roughly 85% of exchanges inside the United States stock exchanges were performed by
caculations (M. Glantz, 2013). A well-known strategy for modelling and predicting the stock
market exchange is technical analysis, which is a technique dependent on historical datafrom
the market, primarily price and volume. It follows a few suspicions which are, the prices are
characterised solely by the supply and demand connection. Then, at that point, stock prices
change following inclinations, changes on the supply and demand cause tendencies to invert.
Changes on relation of the market can be recognised on graphs and examples on patterns will
quite often repeat (Dahlquist, 2006). As such, technical analysis do not consider any outer
variables like political, socia or full scale prudent.
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Figure 1: Long Short-Term Memory (LSTM) Gates Diagram
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Long Short Term Memory (LSTM) neura network (Figure 1), which are utilised in this task
are a profound and repetitive model of neural network. Recurrent network contrast from the
customary feed-forward networks as if they don't just have neural associations on a solitary
bearing, all in all, neurons can pass information to a past or asimilar layer. In which case, data
doesn't stream on a single way, and the down to earth impacts for that is the presence of short
term memory, long term memory that neural network as of now have in outcome of preparing.
LSTM were presented by (Schmidhuber, 1997) and it focused on a superior presentation by
handling the evaporating angle issue that recurrent network would endure when managing long
data arrangements. This project propose amodel based on LSTM to foresee stock market price
exchange movements developments utilising an info that did not depend on text, it is not
something that has been broadly study. This predictions project intends to utilise awide scope
of specialised pointers to do as such, and the aim is to evaluate the use of such technique that
is something usually utilised on investment strategies. Also, we need to test the theory that the
short term memory capacity can introduce better outcomes contrasted with traditional feed

forward networks.

2.2. Prediction using the Stock Market Analysis ways.

Stock market exchange are one of the most entrancing innovations within of our time. They
essentially affect numerous regions like business, academic, occupations, technology and
accordingly on the economy (Hiransha, 2018). Throughout the years, investors and analysts
have been keen on creating and testing models of stock price conduct or behaviour (Fama,
1995). However, analysing stock market movements and price behaviours is extremely
challenging because of the markets dynamic, nonlinear, nonstationary, nonparametric, noisy,
and chaotic nature (Abu-Mostafa, 1996). According to (Zhong, 2017) , stock market exchanges
are impacted by many profoundly interrelated elements that incorporate economic, political,
mental, and organi sation-specific factors. Fundamental and technical analysis are the two main
ways to deal with analysis of the stock market sectors. To put money or invest into stocks and
accomplish high profitswith low risk, investors have utilised these two significant waysto deal
with settle on choices in the financial markets (Arévalo, 2017).

Hu et a. (2015), said that, Fundamental analysis of stock pricesis primarily founded on three

fundamental angles (1) macroeconomic analysis like Gross Domestic Product (GDP) and
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Consumer Price Index (CPI) which examinations the impact of the macroeconomic climate on
the future benefit of afirm or company, (ii) industry analysis which assesses the worth of the
organisation dependent on industry status and prospect, and (iii) organisation analysis which
examines the current activity and monetary status of an organisation to assessitsinward value.
Distinctive valuation approaches exist for fundamental examination. The normal devel opment
estimate method contrasts Stock-A and different stocks in similar class to all the more likely
get valuations, i.e., accepting two companies have asimilar devel opment rate, the one with the
lower Price-to-Earnings (P/E) proportion is viewed as better. Thus the reasonable cost is the
profit times target P/E. The P/E technique is the most ordinarily utilized valuation strategy in
the stock business industry.

Numerous new technologies and strategies have been proposed throughout the years to attempt
to predict the stock prices by means of numerous roads, thanks to the difficult and aways
changing scene of stock market exchanges (Chen, 2016). In thisfinal year project, will befocus
around two themes, in particular, stock analysis and stock prediction. This project checks out
the research’s past, however principally focus around current techniques, featuring a portion of
the primary difficulties they posture and late accomplishments for stock analysis and
prediction.

2.3 Taxonomy of Stock Market Price Analysis Approaches.

Ongoing progressionsin stock analysis and prediction fall under four classifications which are
statistical, pattern recognition, Al or machine learning (ML), and sentiment analysis. These
classes for the most part fall under the more extensive classification of fundamental analysis.
Be that asit may, there are some ML methods which likewise consolidate the more extensive
classes of technical analysis with the fundamental analysis way to deal with predicting the
financial or stock market exchanges. Figure 2 bel ow shows a scientific categorisation of famous
stock prediction techniques. These strategies have acquired prominence and have shown
promising outcomesin the field of stock analysisin the new past.

16
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Figure 2: Taxonomy of Stock Prediction Techniques.

Prior to the appearance of machine learning strategies, statistical procedures which frequently
accepts linearity, stationarity, and ordinariness gave a method for breaking down and predict
stock prices. Time seriesin the stock or financial exchange analysisis a sequential assortment
of observations, for example, day by day deals aggregates and prices of stocks. As indicated
by Zhong and David Enke (2017), one gathering of measurable methodol ogies which fall into
the class of univariate examination, because of their utilisation of time series as information
factors, are the Auto-Regressive Moving Average (ARMA), the Auto-Regressive Integrated
Moving Average (ARIMA), the Generalised Autoregressive Conditional Heteroskedastic
(GARCH) instability, and the Smooth Transition Autoregressive (STAR) model. The ARIMA
model is a broadly utilized strategy for financial exchange examination. ARMA consolidates
Auto-Regressive (AR) models which attempt to clarify the energy and mean inversion impacts
frequently saw in exchanging markets and Moving Average (MA) models which attempt to
catch the shock impacts saw in time series. A vital limit of the ARMA model isthat it doesn't
consider unpredictability bunching, avital experimental peculiarity in numerous monetary time

series.

There are a lot of approaches in predicting the stock prices whether its human way like
fundamental analysis or machine way which is machine learning (ML) or Al. This literature
explains the approaches. However, in this fina year project paper, we will cover the machine
learning approach that has been proposed which is Machine Learning (ML) technique.

Machinelearning in Al has been broadly read up for its possibilitiesin the predictions of stock
market business sectors (Shen, 2012). Machine learning assignments are extensively grouped
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into supervised and unsupervised learning. In supervised learning, abunch of named input data
for preparing the calculation and noticed result information are accessible. Bethat asit may, in
unsupervised learning, just the unlabelled or noticed result data is accessible. The objective of
supervised learning isto prepare a calculation to naturally plan theinfo information to the given
result information. At the point when prepared, the machine would have figured out how to see
an input data relevant item and predict the expected result. The objective of unsupervised
learning is to prepare a calculation to track down an algorithm, relationship, or group in the
given dataset. It can likewise go about as an precursor for supervised learning assignments
(Bhardwaj, 2015). A few cal culations have been utilized in stock price bearing prediction. Less
difficult procedures, for example, the single decision tree, discriminant analysis, and naive
Bayes have been supplanted by better-performing calculations like Random Forest, logistic
regression, and neural networks. With nonlinear, information-driven, and simple to-sum up
attributes, multivariate analysis using profound Artificial Neural Networks (ANNS) has turned
into a predominant and famous examination apparatus in the stock market analysis (Zhong,
2017). As of late, profound nonlinear neural organization geographies are starting to stand out

in time series prediction.

18



CHAPTER 3

METHODOLOGY/PROJECT WORK

3.1 Development Methodology.

In developing this proposed project, the development cycle or strategy that will be useisthe
Waterfall Model Approach. This methodology is the soonest SDL C (Software Development
Life Cycle) approach in programming or web advancement. The waterfall approach is one of
two well-known strategies to handle programming projects. The other technique is known as
Agile. It tends to be more obvious cascade when you analyse it excessively Agile. Waterfall
and Agile are two totally different task the management methodol ogies, however both are

similarly legitimate, and can be valuable relying upon the undertaking.

- * Requirement Doc.
Requirement * Prepare Use Cases

» Software architecture
v Y * Map the stakeholders

. ‘

> Implementation ¢ Construct the softvxfare
— ¢ Data storage & retrieval

o Install
* Test and Debug

Verification

* Check errors
-~ | : * Optimize capabilities

Figure 3: Waterfall Methodology

+ Requirements
The Waterfall methodology relies upon the conviction that all project necessities can
be accumulated and perceived forthright. The project supervisor gives a vaiant effort
to get a definite comprehension of the task support's prerequisites. Composed
prerequisites, normally contained in asolitary archive, are utilized to depict each phase
of the venture, including the expenses, presumptions, hazards, conditions, achievement

measurements, and courses of events for consummation.
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Design

Here, programming engineers plan a specialized answer for the issues set out by the
item prerequisites, including situations, formats, and information models. Initial, a
more elevated level or coherent plan is made that portrays the reason and extent of the
task, the overall traffic stream of every part, and the reconciliation focuses. When this
is finished, it is changed into an actual plan utilizing explicit equipment and
programming advancements.

Implementation

When the plan is finished, specialized execution begins. This may be the most brief
period of the Waterfall interaction on the grounds that careful examination and
configuration have as of now been finished. In this stage, software engineers code
applications dependent on project necessities and details, with some testing and
execution occurring too. In the event that critical changes are needed during this stage,

this might mean returning to the plan stage.

Verification

Before aproject can be delivered to clients, testing should be done to guarantee the item
has no blunders and every one of the necessities have been finished, guaranteeing a
decent client experience with the product. Thetesting group will go to the plan archives,
personas, and client case situations provided by the item director to make their

experiments.

Deploy and Maintenance
When the product has been conveyed on the lookout or delivered to clients, the
upkeep stage starts. As deformities are found and change demandsroll in from clients,

agroup will be allocated to deal with updates and discharge new forms of the product.
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3.2 Development Tools

The development tools that will be used for this improvement of this undertaking are the
Microsoft visual studio. It will be utilized as the IDE for the development of the machine
learning prediction model. It is suitable and it is open source, so it is free. Not just that,
Microsoft Visua Studio is likewise viable to most programming dialects out there. Thisis an
extraordinary IDE asthat the improvement of this undertakings utilizes different programming
dialects to begin coding. The programming dialects includes are Python for machine learning
model advancement, and Dash framework from python for the User Interface (Ul) of this
model.

Visual
Studio

Figure 4: Microsoft Visual Studio Logo

3.3 Prototype/M achine L ear ning model

To visualized how this project is going to be developed, a graphic user interface UI/UX is
created to start the development process for this ML model platform. It is important for
development process that the UI/UX needs to be done first before starting the implementation
phase. This study is going to be develop model-based/dashboard based, so the user interface
for this project isawebsite-based Ul. There will be sectionsfor thisUI. The model will belike
dashboard type and there will be sections where the ML model predicts the stock price, and a
section only for anaysis of stock price movements for blue chip stock/big companies like

Facebook, Apple, and others.
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Figure 5: ML model for prediction dashboard.

In this part, this model will construct a dashboard to examine stocks. Dash is a python
framework that gives deliberation over flask and react.js to assemble logical web applications.
Composed on top of Plotly.js and React.js, Dash is great for building and conveying data
applications with altered (Ul). It's especially appropriate for any individual who works with

information and data.

Through several straightforward examples, Dash abstracts away the innovationsin general and
conventions that are needed to assemble a full-stack web application with intuitive information
perception. Dash is straightforward enough that you can tie a Ul to your code in under 10
minutes. Dash applications are delivered in the internet browser. You can send your
applicationsto VMsor Kubernetes groups and afterward share them through URL s. Since Dash
applicationsare seenintheinternet browser, Dashisinnately cross-stage and portable prepared.

Thereis aton behind the structure/framework.

Dash is an open-source library delivered under the tolerant MIT license. Plotly creates Dash
and furthermore offers a stage for composing and conveying Dash applicationsin an enterprise

climate.

3.3.1 Data Set and data exploration
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In this project, the dataset used is a variety of stocks or company data to make use for anaysis
and prediction. The dataset consists of stock datafrom Malaysia stock which is Kuala Lumpur
Stock Exchange (KL SE) and other blue chip company stocks like Facebook, Apple, and Tesla.
The prediction model will only make use of the KL SE data and other stocks datawill make use

for analysis and performance purposes like viewing the trends and movements.

The dataset consists of datathat are available to extract and download, like the KL SE data, new
or recent data are difficult to find as it has insufficient sources and other stocks. The data
extracted are from the recent years 2014-2017 datato make use for analysis. The data head for
KL SE stock can be shown below. The method for below in Figure 5 shows how this project
extract the data which is directly from a site using the Pandas library from python as it has

“webReader” command where user ask the machine to extract the data.

>b.DataReader( " "KLSE;1=9", data_source='
] end=

High Low Open Close Volume Adj Close

Date

2018-01-02 470080 1772.000008 1783.099976 1782.699951 82478600.0 1782.699951
2018-01-03 869995 1785.209961 1785.790039 1792.790039 167780400.0 1792.790039
2018-01-64 449051 1795.560059 1795.560059 18063.449951 161156500.€ 18063.449951
2018-01-05 069971 1803.810059 1804.790039 1817.969971 180760700.8 1817.969971
2018-01-068 150024 1813.030020 1819.739990 1832.150024 176714600.0 1832.150024

Figure 6: ML model for prediction dashboard.

Next, we will be visualizing the data for prediction using the matplotlib library from python.
This is to ensure the data extracted can be visualize, hence, can make a prediction with the
visualized data.

The figure 6 below shows the closing price for KLSE (Bursa Malaysia Stock Price) according
to the date shown above for extraction. The datathat is taken is using web-scraping technique

where the data received is real-time and directly from website which is yahoo finance.
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Figure 7: KLSE Price real-time dashboard

This chart as of now expresses alot of things. The explanation | picked this stock over others
isthat this diagram is overflowing with various practices of stock price after sometimeandin
Malaysia, this stock is important as its behaviour determines the other stock behaviour in the
market, specifically inthe KLSE (KualaLumpur Stock Exchange). Thiswill makethelearning
more powerful just as give a change to test how great the prediction is for an assortment of
situations.

3.3.2 Data Abstraction

The data abstraction is a step of finding the resource to the very best in categorized the above
datasets and learning the best out of it. It is to customize the dataset in finding the best

constraints to consider and the unwanted resources are the dump which will be dumped.

Datasets are cleared on this progression for the starting system. The significant dataset is the
set that carries the worth to the dataset for a superior agreement and gives a superior yield and
creation by ng something very similar.Thisisacomponent deliberation model to remove
the including of the dataset. Thisis acomponent model cycle where every one of the plausible
assetsis arranged and asimilar will be being used for the featuring.

3.2.3 Training and test the dataset for prediction
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The following stage is to split the dataset into training and test sets to keep away from
overfitting and to have the option to examine the speculation capacity of the model. Officialy,
overfitting aludes to the circumstance where amodel |earns the data yet, in addition, the noise
that is important for preparing data to the degree that it contrarily impacts the presentation of

the moddl on new unseen data.

In other words, the noise mentioned above (for example random fluctuations) in the preparation
set is learned as rules/patterns by the model. In any case, these loud |learned portrayals don't
matter to new unseen data and consequently, the model's presentation (for example accuracy,
MSE, MAE) is adversely affected. MSE, (Mean Squared Error), MAE, (Mean Absolute error).

The "target" value to be predicted in the model will be the "Close" price stock price value. It's
a smart thought to standardize the dataset before model fitting. This will support the

performance.

While Implementing any LSTM, we ought to consistently reshape our X train in
threedimensional, add 1 the purpose for is the time step and the 1 is given to the LSTM. Code:

X_train =X_train.reshape(X _train.shape[0], X _train.shape[1] , 1)
X _test = X _test.reshape(X _test.shape[0],X _test.shape[l] , 1)
Then, at that point, import required modules for the stacked LSTM.

Sequential for initializing the neural network, Dense for adding a densely connected neural
network layer, LSTM for adding the Long Short-Term Memory layer, Dropout for adding
dropout layers that prevent overfitting

The modules are tensorflow.keras.moddl s, tensorflow.keras.|ayers, tensorflow.keras.layers
import LSTM. Then, utilize a successive model and add the layers of the LSTM as said, in the

above sentence.

Then, will add the LSTM layer and later add afew Dropout layersto prevent the datasets from
overfitting.

When characterizing the Dropout layers, we determine 0.2, implying that 20% of the layers
will be dropped. From there on, we add the Dense layer that determines the result of 1 unit.
After this, | accumulate the model utilizing the well-known Adam streamlining agent and set
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the misfortune asthe mean_squarred_error. Thiswill process the mean of the squared blunders.
Then, fit the model to run on 100 ages with a group size of 32. It is contingent upon the specs

of the PC, this may require a couple of moments to compl ete the process of running.

model=Sequential()
model . add(LSTM(50, return_sequences=True, input_shape=(100,1)))
model .add(LSTM(50, return_sequences=True))

model .add(LSTM(50))
model .add(Dense(1))

model . compile(loss="'mean_squared error',optimizer="adam')

Lastly isto fit the X_train and they _train.

3.4. Gantt Chart
Table 1: FYP1 Gantt Chart

No. | Details/ Week FYP 1

1 (2 |3[(4(5(6|7|8|9|10|11|12|13|14
1 Background Study
2 Literature Review

3 Extended Proposal

4 Proposal Defense °
5 Data Acquisition
6 Development of
Algorithm (Localization)
5 Interim Report (Draft) @
6 Interim Report (Final) o)
Table 2: FYP2 Gantt Chart
No. | Details/ Week | FYP II
1[2(3[4(|5]|6|7|8|9|10[11|12|13|14|15
1 Development of
Algorithm(Normalization)
2 Development of
Algorithm(Feature
Extraction and Matching)
3 Performance Evaluation
5 Project Viva o
6 Documentation| Progress
R (o]
eport
Draft Final
Report L4
Dissertation °
(soft copy)
Technical °
Paper
Hard
bound (o}
submission

@ Key Milestone I Process
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CHAPTER 4

RESULT AND DISCUSSION

4.1. Predicting the stock market pricesusing thetest set.

To predict the stock price, we really want to do several things in the wake of stacking in the
test set:

1. Combine the training dataset and the test set on the axis = 0.
2. Then, set the time step as 60.
3. Usethe moded which is MixMaxScaler to transform the new dataset.
4. Reshape the dataset.
Close Price History KLSE
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Figure 8: Before prediction KLSE closing price

The above graph shows the real time data of KL SE stock price or other wordsiis, current data.
You can see, at the end of the graph, the graph shows the price at RM 1600 per unit of KLSE’s
stock. Next, you will seethe machine predictsthe price and the outcomeisamost quite accurate
as the real-time data which makes the LSTM model accurate.

As for observation, you can see the price had a maor drop in price somewhat around March
2020. This is because, due to Covid-19 Lockdowns and investors are afraid of losing their
investments, hence they sell, hence the huge drop in price.
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On the figure above, you can see that the model predicted the price as accurate as the output in
figure 7. The machine accomplishes its objective in predicting the price and the accuracy for

KLSE Bursa Malaysia Predicted Stock Price
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Figure 9: After prediction closing KLSE stock price

the predictionsis at good percent.

The result above shows the exact data of stock price for the prediction at 8/10/2021. Below is

See the caveats in

validation[ "Pred
[[1560.9613]]

the actual price for 8/10/21
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Figure 9. Actual price KLSE stock. Which is 1562.57.
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4.2. Prediction on a dashboard using Dash Framework to visualize on a browser.

Stock Price Analysis Dashboard

Actual closing price

v
y . o
. O PR
‘ »
. -~ ~ ey
’~ 3
LSTM Predicted closing price
G
L i Q
2 -
N -
s e ~, g - -

Figure 10: Prediction Dashboard

127.001

Stock Price Analysis Dashboard

KLSE Bursa Malaysia Stock Price Facebook Stock Data

Facebook Stocks High vs Lows

High and Low Prices for Facebook, Apple Over Time

Facebook Market Volume O

Figure 11: Analysis dashboard for investment decision
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The figure above is where the output for predictions to be displayed and for user to interact
with the chart and make their own analysis. For the first page, the KLSE BursaMalaysia Price
page is where the model makes it predictions on the stock price. The other page is where the
extracted data from big companies like Facebook, Apple and Teslais displayed. Thereason is
to display the big company’s stock its low and high price for investment future investment
decision. The page has afeature where user can compare the company stock and view it asthey
like.

4.3. Discussion

Stock price movementsvariesfrom alot of aspects. That includes economic, politics, academic,
company situation, and more. The prediction is just one of the ways that can be used to know

the stock’s price based on current movements.

This is to ease the work of investors, individual, analyst and maybe politicians. Stock market
performance can affect how companies perform. If the price of a certain stock goes up, we can

conclude that said company is performing at its best at that current time.

Dashboard that this project has created is interactive for usersto use. It has the feature for users
to view the predicted price for the stock chosen. Although, the predicted stock in this
development project is the one that personally chosen, but the behaviour of the chosen stock
can determine how other stock in the exchange perform. The reason is to that, is because |
chose the stock asit isan Index fund where al the stock in the exchange (KL SE) combined.

So, technically the model that is developed is predicting all the stock in the exchange.
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CHAPTER 5

CONCLUSION AND RECOMMENDATION

5.1 Conclusion

To sum up everything that has been stated, stock market price is difficult to predict still. The
reasonisto that, it is acurve which keeps changing and turning on prices from low to high and
high to low. Stock market is manipulated. What it means by that, is that nowadays, you can

manipulate the market by doing simple things like trending on social media.

Recent example, when a group of young people went on Reddit (Social media platform) and
ask their followersto buy a stock from the New Y ork stock exchange so the price of that stock
will go up and eventually they sell al, then the stock isback to itslow prices. Thisisan example

how you can manipulate the stock market.

However, if the stock market is manipulated regularly, a machine can learn from their pattern
and can still predict the stock prices or outcome. Hence, this project’s objectives can still be

achieved as it amachine that learns throughout time.

5.2. Recommendations.

Stock market business sectors give an exceptiona stage to exchanging and contributing, where
exchanges can be executed from any gadget that can associate with the Internet. With the
coming of stock market exchanges, individuals have the chance to have numerous roads to
make their speculations develop. That, however, it likewise brought about various sorts of
assets like common assets, speculative stock investments, and list assets for individuals also,
establishments to put away cash as per their danger hunger. State-run administrations of most
nations contribute a piece of their medical care, work, or retirement assets into financial
exchanges to accomplish better returns for everybody. Web-based exchanging administrations
have effectively upset the way individuals purchase, what's more, sell stocks. The monetary
business sectors have advanced quickly into asolid and interconnected worl dwide commercial
center. These headways deliver new freedoms, and the information science methods offer many
benefits, yet they likewise represent an entire arrangement of new difficulties. In this paper, we
propose a scientific categorization of computational ways to deal with securities exchange

examination and forecast present a nitty-gritty writing investigation of the cutting-edge
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calculations and techniques that are regularly applied to stock market predictions and examine
a portion of the proceeding with difficulties in this space that require more consideration and
give freedomsto future turn of events and exploration. In contrast to conventional frameworks,
the securities exchanges today are assembled utilizing amix of various advances, for example,
ML, master frameworks, and enormous information which speak with each other to work with
more educated choices. Simultaneously, worldwide client network on the web has delivered
the financial exchange helplessto client opinions, less steady because of creating the news, and
inclined to vindictive assaults. This is the place where further examination can assume a
significant part in making ready how financial exchanges will be dissected furthermore, made
more vigorous later. A promising exploration course is to investigate different calculations to
assess whether they are adequately amazing to foresee for the more extended term since
business sectors act like gauging machines over the long haul having not so much commotion
but rather more consistency. Half breed draws near that join factual and ML procedures will
presumably end up being more helpful for the stock predictions.
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Dataretrieve from applying pandas_reader library for web-scraping

35



KLSE Bursa Malaysia Predicted Stock Price

1900
1800
s 1700
o<
o
> 1600 Vt, A o
= *“ \-' \ r\"}
o
v} .
= 4
Q. 1500
Q
0
o
Y 1400
1300 e Train
= Validation
Predictions
1200
2018-01 2018-07 2019-01 2019-07 2020-01 2020-07 2021-01 2021-07

Date
# € $Qi= B

Predicted price dashboard.

test_data = scaled_data[training_data_len - 60:, :]

x_test = []
y_test = dataset[training data_len:, :]
iin ge(60, len(test_data)):

x_test.append(test_data[i-60:i, ©])
p.array(x_test)
.reshape(x_test, (x_test.shape[@], x test.shape[1], 1))

predictions = model.predict(x_test)
predictions scaler.inverse_transform(predictions)

p.sqrt(np.mean(predictions - y test)**2)

train = data[:training_data len]
validation = data[training_data_len:]
validation[ di s'] = predictions

Sample code for LSTM model in predicting the prices.
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