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ABSTRACT 

 

 

The project focuses on position control of the DC Servo Motor MS150 Servomotor 

Modular. The objectives of the project is to design and develop an advanced control 

strategy for the use in the servomotor as well as to observe, evaluate and compare the 

controller performances of a proposed advanced controller – Artificial Neural 

Network (ANN) with the conventional controller that is Proportional – Integral – 

Derivative (PID) Control. This approach is selected to investigate and evaluate the 

conventional method in controlling the position of DC servomotor due to the 

advantage of cost reduction, simplicity, flexibility and also provides better 

performance. Based on the information obtained from servomotor modular, the 

controllers are designed and simulated using MATLAB/SIMULINK to analyze their 

initial performance. Finally, the performance of the controllers are compared and 

evaluated and the validation is done in terms of time response, overshoot response 

and steady – state error. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Background of Study 

 

Proportional – Integral – Derivative (PID) has been used widely in control system as 

a part of the industrial process controls. The controller has been used throughout 

these years even with the advanced approaches that has been introduced recently is 

due to its robustness. However, the only setback that the PID produces is through its 

adjustment of the three gains where is needs to be in a proper value or the whole 

system might not produce the desired performance it needed.  

 

The Neural Controllers proposed recently has opened a door in order to help the PID 

controller to have a proper or better performance in its system. However, the ANN 

controller needs to learn the plant behavior before it can actually help in controlling 

the actual plant.  

 

The project focuses on position control of DC servomotor. The main objective is to 

design and develop an advanced control strategy for the control of a DC Servomotor, 

where Artificial Neural Network (ANN) and conventional controller PID controllers’ 

design approaches is applied. The advanced controller is selected to help the  

conventional method in producing better performance by designing a hybrid 

controller based on the PID controller performances and ANN controller that has 

been trained using the off – line test data set obtained from the model of non – linear 

plant which in this case is the MS150 Servomotor Modular. 
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1.2 Problem Statement 

 

Although the Direct Current (DC) Servomotor is highly used in the control system 

area, the servomotor also serves its limitations during application whereby generally 

the efficiency and losses are hard to predict in terms of stabilization. This is where a 

method of “tuning” is required to stabilize its feedback loop.  

 

The second issue that is highlighted in the research is regarding the conventional 

controller (PID). Although PID is a widely used controller for a feedback loop 

application, PID controller provides inconsistency of performance due to the 

controller is based on linear control theory. The fundamental difficulty of PID control 

is that it is a feedback system which consists of constant parameters (Kp, Ki, Kd) and 

has no direct knowledge of process thus leading to a reactive and compromised 

performance. The controller uses a longer period of time in tuning in order to obtain 

wanted results. The stability of the performance is also at stake if the parameters are 

not tuned properly.  

 

1.3 Objectives 

 

1. To design and develop an advanced control strategy for the use in servo 

motor. 

2. To observe, evaluate and compare the control performance of the proposed 

controllers (ANN) and conventional controller (PID Controller)
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1.4 Scope of Study 

 

For this project, the scope of study will be focus on finding the most suitable 

controller or approach to develop the control strategy and also in searching of the 

right platform for development phase. The scope is to investigate the ANN control 

performances by comparison to PID in terms of overshoot response, time response 

and percentage of error. The information of the servomotor’s the transfer function 

and other general information is obtained from the MS150 Servomotor Modular. The 

simulation and results for this project are being simulated by MATLAB/SIMULINK 

software. 

 

1.5 Relevancy of Project 

 

This project aim is to overcome the difficulty of obtaining stabilized performance as 

well as providing the more efficient controller for the servo system. By comparing 

the control performances, the investigation in NN method would provide potential 

solution in achieving better performances of the servomotor. The research also could 

provide a better understanding on applying the method on any future hybrid 

controller. In terms of study area, servo motor is applicable in numerous areas 

involving control system such as manufacturing industry, transportation, plantation or 

even military. 

 

1.6 Feasibility of Project 

 1.6.1 Technical feasibility 

 

Technical feasibility is defined by technical aspects taken into consideration 

and also the determination of sensibility and practicality of the whole 

application. 
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  1.6.1.1  Familiarity of the technology 

 

 A basic need of fundamental knowledge for each technology 

used that is the controllers’ technology and DC MS150 

Servomotor Modular technology in order to obtain enough 

information on requirements of applications.  

 

  1.6.1.2   Compatibility of application 

 

 The software that is used for is MATLAB. It is compatible 

software which can be used to implement the controller 

simulation.  

 

 

1.6.2 Feasibility within scope and time frame 

 

 Since this is a simulation based research, looking on the economical or 

cost efficiency of this project, the project is feasible due to the 

software for simulation can be downloaded and could be used within 

own time frame and space. 
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CHAPTER 2 

 

 

LITERATURE REVIEW 

 

2.0 Servo System 

 

  2.0.1 Servomechanism 

 

Servomechanism or servo is defined in short as an automatic device. The device uses 

error – sensing negative feedback to obtain the right performance of a mechanism 

that would help to control the mechanical position, speed or other parameters applied. 

Servos are commonly known to be electrically and partially electronic in nature that 

uses electrical motor as a main aspect to produce mechanical force [1]. A motor 

which forms a part of servomechanism that is paired together with a type of encoder 

that enables feedback of position or speed to be applied or provided.  

A servo has two (2) aspects which are position and speed control. Position control is 

when the servo operates on the principle of negative feedback. The control input is 

compared to the actual position of the mechanical system. The difference obtained 

between actual and wanted values are known as error signals. The error signals are 

then amplified and used to drive the system in a direction to reduce or eliminate the 

error [1]. 

Temiz and Akar (2007) from their paper, DC servomotor has wide range of uses in 

different technology categories such as industrial equipment, weapon industry and 

speed control of alternators, and control mechanism of full automatic regulators [2]. 
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 2.0.2 Direct Current (DC) Servo Motor 

 

DC Servomotor is an assembly of three (3) items which are a gear reduction unit, a 

position – sensing device and a control circuit. The function of the servo is to receive 

a control signal (desired output position) and power is applied to the DC motor turn 

the shaft to the wanted position. The position – sensing device is used to determine 

the shaft rotational position. The shaft of the servo does not typically rotates freely at 

360 degree unless it is uncontrollable but can only turn at a maximum of 180 degrees 

or less back and forth. 

The input and output of a servomotor is the voltage value and angular position 

accordingly. From Laubwald E. (n.d)
 
states that the basic form of a DC Servo System 

is made of an electric motor with an output shaft that has an inertial load J, and 

friction in the bearings of the motor and loads which is denoted by constant b. An 

electric drive circuit, an input voltage u(t) is transformed by the motor into a torque 

T(t) in the motor output shaft [3].  

A DC servomotor holds advantages for its application where it has the motor size and 

weight, higher efficiency, higher torque to inertia ratio, able to accelerate loads fast, 

usable at high speed torque and is also audibly quiet at high speed [4].   
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 2.0.3 Derivation of DC Servo Motor Transfer Function 

 

The derivation of Transfer Function (T.F) in a DC Motor is divided into three (3) 

major components of equation which are: electrical equation, mechanical equation 

and electro – mechanical equation [5]. 

For the electrical equation is obtained by applying the Kirchhoff’s Voltage Law 

(KVL) where; 

𝑣𝑎 𝑡 − 𝑣𝑏 𝑡 = 𝐿 
𝜕𝑖𝑎  𝑡 

𝜕𝑡
+ 𝑅 𝑖𝑎 𝑡     (2.1) 

The mechanical equation is based on the Newton Law of Motion, described by; 

𝑇𝑚 𝑡 = 𝐽
𝜕2𝜃𝑚  𝑡 

𝜕𝑡2 +  𝐵 
𝜕𝜃𝑚  𝑡 

𝜕𝑡
   (2.2) 

When the input voltage 𝑣𝑎 𝑡  is applied, the armature current ia (t) goes through the 

resistance, Ra and inductance, La which then produces the magnetic flux ∅ causing 

the motion to the rotor according to the motor torque as illustrated in equation below; 

𝑇𝑚 𝑡 = 𝐾𝑡𝑖𝑎 𝑡       (2.3) 

The Back Electromagnetic Force (EMF) is induced by angular speed of motor shaft 

to obtain;  

𝑣𝑏 𝑡 = 𝐾𝑏𝜔𝑚 𝑡 = 𝐾𝑏
𝜕𝜃𝑚  𝑡 

𝜕𝑡
   (2.4) 

Substituting Equation 2.4 into Equation 2.1 and Equation 2.3 into Equation 2.2 

obtaining for both equations; 

𝑉 𝑡 = 𝐿 
𝜕𝑖𝑎  𝑡 

𝜕𝑡
+ 𝑅𝑖𝑎 𝑡 + 𝐾𝑏

𝜕𝜃𝑚  𝑡 

𝜕𝑡
  (2.5),  

and, 

𝐾𝑡𝑖𝑎 𝑡 = 𝐽
𝜕2𝜃𝑚  𝑡 

𝜕𝑡2 + 𝐵
𝜕𝜃𝑚  𝑡 

𝜕𝑡
   (2.6) 
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The two equations before (2.5 and 2.6) are then been transformed using the Laplace 

Transform method to obtain; 

𝑉 𝑠 = 𝑠𝐿𝐼𝑎 𝑠 + 𝑅𝐼𝑎 𝑠 + 𝑠𝐾𝑏𝜃𝑚 𝑠      (2.7),  

and 

𝐾𝑡𝐼𝑎 𝑠 = 𝐽𝑠2𝜃𝑚  𝑠 + 𝑠𝐵𝜃𝑚  𝑠                 (2.8) 

 

Substituting the Equation 2.7 and Equation 2.8 into the motor speed T.F obtaining; 

𝐺𝑠𝑝𝑒𝑒𝑑  𝑠 =  
𝑚  𝑠 

𝑉𝑎  𝑠 
=  

𝐾𝑡

𝐽𝐿 𝑠2+ 𝐽𝑅 +𝐵𝐿 𝑠+𝐵𝑅+𝐾𝑡+𝐾𝑏
             (2.9) 

 

It is said to be that position control is time integral of speed. The T.F of position 

control can be obtained by multiplying the above equation with 
1

𝑠
  resulting in; 

𝐺𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛  𝑠 =  
𝑚  𝑠 

𝑉𝑎  𝑠 
=  

𝐾𝑡

𝑠 𝐽𝐿 𝑠2+ 𝐽𝑅 +𝐵𝐿 𝑠+𝐵𝑅+𝐾𝑡+𝐾𝑏  
  (2.10) 
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To obtain the full transfer function of the equation, parameters from the MS150 is 

being used in this study case. The parameters are shown in Table 2.1 below: 

 

Table 2.1: Main Parameters of system MS150 [6] 

 

PARAMETER VALUE 

Gain of IP/OP potentiometer Kp = 4.8 V/rad 

Gain of Tacho Generator Kg = 0.025V/rad/s 

Gain of Op – Amplifier Kop = 10 

Gain of Attenuator unit Kau = 0.256 

Gain of Pre – Amplifier Kpa = 25 

Gain of Servo Amplifier Ksa = 2 

Resistance of armature of motor R= 3.2  

Inductance of armature of motor L = 8.6 x 10
-3

 H 

Torque constant Kt = 3.3 x 10
-3

 V/rad/s 

Back EMF constant Kb = 100 x 10
-3

 V/rad/s 

Inertia at motor rotor Jm= 30 x 10
-6

 kgm
2
 

Inertia of additional inertia disc Jl = 412 x 10
-6

 kgm
2
 

Viscous friction coefficient of motor 

shaft 
Bm = 50 x 10

-6
 Nt ms 

Viscous friction coefficient of load shaft Bl = 160 x 10
-6

 Nt ms 

 

The study of DC Motor with no load is shown by substituting the above values into 

Equation 2.9; 

𝐺𝑠𝑝𝑒𝑒𝑑  𝑠 =  
𝑚  𝑠 

𝑉𝑎  𝑠 
=  

3300

0.258𝑠2+96𝑠+490
     (2.11) 
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For armature – controlled DC Servomotors, closed loop TF of speed and position 

control can be derived as [5] [6]; 

𝐻 𝑠 =
𝜃0 𝑠 

𝜃 𝑖 𝑠 
=  

𝐾𝑝𝐾𝑠𝐾𝑡

𝑅𝐵𝑠 1+𝜏𝑎𝑠  1+𝜏𝑠 + 𝐾𝑡𝐾𝑏+𝐾𝑡𝐾𝑠𝐾𝑔 𝑠+𝐾𝑝𝐾𝑠𝐾𝑡
   (2.12) 

Where; 

𝐾𝑠 = 𝐾𝑜𝑝𝐾𝑎𝑢𝐾𝑝𝑎𝐾𝑠𝑎   𝜏 = 𝐽/𝐵  

𝜏𝑎 = 𝐿/𝑅 (Negligible due to electrical time constant comparison to mechanical time 

constant) 

Hence, Equation 2.12 can be simplified as, 

   𝐻 𝑠 =
𝜃𝑜 𝑠 

𝜃 𝑖 𝑠 
=  

𝐾𝑝𝐾𝑠𝐾𝑡

𝑅𝐽𝑠2+ 𝑅𝐵+𝐾𝑡𝐾𝑏+𝐾𝑡𝐾𝑠𝐾𝑔 𝑠+𝐾𝑝𝐾𝑠𝐾𝑡
                    (2.13) 

 

Substituting the values, the closed – loop transfer function for no load is defined as; 

  𝐻 𝑆 =
𝜃𝑜 𝑠 

𝜃𝑖 𝑠 
=  

21.12

𝑠2+115.1𝑠+21.12
                      (2.14) 

Meanwhile the TF of the plant is denoted by: 

𝐻1 𝑆 =
𝜃𝑜 𝑠 

𝜃𝑖 𝑠 
=  

2027520

0.258𝑠3 + 96𝑠 + 11050𝑠
                                                          (2.15) 
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2.1 Controller 

  

 2.1.1 Proportional – Integral – Derivative (PID) Controller 

 

 

The PID controller is a conventional controller which is widely used by numerous 

industries. This is due to the controller handler (engineer) only needed to determine 

by the best settings for three (3) actions which are the Proportional (P), Integral (I) 

and Derivative (D) in order to achieve the desired closed loop performance. A control 

variable (CV), output is based on error between user defined set point (SP) and 

measured process variable (PV) [8]. P, I and D are defined as per equation follow 

[18]:  

 

𝑢 𝑡 =  𝐾𝑝 . 𝑒 𝑡 + 𝐾𝑖  .  𝑒 𝑡 𝑑𝑡 + 𝐾𝑑 .
𝑑𝑒(𝑡)

𝑑𝑡
                           (2.16) 

 

Where;  

u(t) is the control 

e(t) is the error signal 

Kp is the gain for proportional term, 

Kd is the gain for derivative term and, 

Ki is the gain for the integral term. 

 

 

Conventional PID is the most common controller used to control the servo system. It 

has a few advantages in terms of designing, low cost in maintenance and 

effectiveness. The mechanical – electrical model of the servo motor is presented in 

nonlinear model where at least one of the states is argumentable. The terms need to 

be linearized in order to be presented into a form of transfer function but however; 

nonlinearities are neglectable due to its small value [7]. 

  

 

 



12 
 

Amongst all the tuning methods that have been used along with the PID controller, 

Ziegler – Nichols (Z-N) has been found the most popular and effective tuning method 

where it is divided into two (2) different methods;  either open – loop method or 

closed – loop method. Closed – loop tuning method is used where it relies only on the 

parameters that were obtained from the plant step response. With this Z-N step 

response method is able to provide a systematic means to adjust the P gain in order to 

obtain no overshoot on the closed – loop step response [8]. 

 

However, a PID controller system serves its limitation where it does not guarantee 

optimal control or stability besides inconsistence performance [9]. The stability of the 

end performance is also at stake due to the period that the controller needed in order 

to obtain the right tuning parameters.  

 

 

 

 

Figure 2.1: PID Controller 
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 2.1.2 Neural Network (NN) Controller 

 

 

High reliable performance controllers are needed nowadays to ensure the output of 

good dynamics performance in order to deal with the increment of complex 

environments. It is stated that the NN is well known to be biological system that 

would be able to perform complex routines without recourse to explicit quantitative 

operations [10].  

This controller possesses self – learning capabilities, non – linear mapping and also 

fault tolerant architecture which will demonstrate or shown the ability to deal with the 

nonlinearities and time – varying parameters [12]. 

Quoted from Nguyen, Prasad and etc. (2003) in their book, a NN is said to be a 

collection of artificial neurons where it is a mathematical model of a biological 

neuron in its simplest form. Artificial NN (ANN) is mathematical models inspired 

from the individuals understanding of the biological nervous systems which are 

attractive as computation device which can accept large number of inputs and learn 

solely from training samples [10].  

  

 

 

 

 

Figure 2.2: Neural Network as Function Approximator [11] 
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The ANN controller in control system is seen as a natural step in growing evolution 

to meet the need for a better control in the increasingly complex dynamical systems. 

The increment also has led to the increasing numbers of general concept of control 

which includes higher level of capabilities criteria which are decision making, 

planning and learning.  

ANN is also said to offer new and promising direction towards better understanding, 

or even solving control problem difficulties. History has said that the NN controller is 

acceptable and usable when it is able to solve current problems which previously are 

either difficult or unsolvable [13]. 

In development of an ANN controller, there are usually four (4) phases are involved. 

These phases are (i) determine a controller structure which includes the topology of 

NN, (ii) requirement of plant knowledge to be used as training information, (iii) 

development of training scheme, and (iv) optimize the weights (tuning parameters) of 

NN in terms of training scheme to achieve the end results [12]. 

An ANN which has been trained possesses advantages over the classical techniques 

in terms of [14]: 

i. Adaptive learning  

ii. Self-organization 

iii. Real time operation 

iv. Fault tolerance via redundant information coding 

McCulloch and Pitts in [10] proposed the first computational model for artificial 

neural, where the outputs are binary, and the function is the step function represented 

by [10], 

    𝑓 𝑥 =  
1, 𝑥 ≥ 0
0, 𝑥 < 0

                                                                                    (2.17) 

 so that the activation of that neuron is represented by,  

𝑓  𝑤𝑖𝑥𝑖
𝑛
𝑖=1 −  𝑏 =  

1, 𝑖𝑓  𝑤𝑖𝑥𝑖    ≥ 𝑏𝑛
𝑖=1

0, 𝑖𝑓    𝑤𝑖𝑥1  < 𝑏𝑛
𝑖=1

                                   (2.18) 

 which overall is described in Figure 2.3. 
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   𝑦 = 𝑓   𝑤𝑖𝑥𝑖
𝑛
𝑖=1 −  𝑏  

  

Figure 2.3: First Model for Artificial Neuron [10] 

 

An ANN characteristic is defined by the parameters 𝜃 =  𝑤1, 𝑤2, … , 𝑤𝑛 , 𝑏, 𝑓 ; where 

bias b can be treated as another set of weight with summation of an input node 𝑥0. It 

is always been taken the input value 𝑥0 =  +1 and the setting 𝑤0 = −𝑏. A single – 

layer NN structure which consists of a single layer input and output accordingly is 

not a layer of neuron but known as a perceptron. Multilayers of neurons are known of 

multi – layer NN [10]. The structure of ANN is represented by “n-p-m” network 

where n is the input of the layer with n +1 node, p nodes is the middle or hidden layer 

and  m nodes as the output layer. A typical multi – layer perceptron (MLP) is 

normally a two layered NN which the neurons will perform the same function on the 

input which usually composites of the weighted sum and differentiable nonlinear 

activation function or transfer function [10]. The structure is represented by Figure 

2.4. 

 

Figure 2.4: MLP Network [10] 
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 2.1.3 NN – PID Controller 

 

ANN is a tough task to control when used as a controller where it requires the same 

property in the classical or modern control design. Before the Neuro controller (NC) 

is design it needs to learn and adapt better to the known or provided plant. This is due 

to the NC is very sensitive and has a quick response to control a plant but it is able to 

reach a state of good performance and robustness [17].  

Here, by having a hybrid controller, the ANN is used to train the plant behavior and 

produces the best performance according to the test data pattern that has been 

provided earlier from training the PID plant.  

The PID controller output is the response of the PID controller to the error output 

feedback. The output error feedback is from the difference of set point value and 

feedback signal. The process is continued by providing the same error signal to the 

ANN as input. This is where the control signal that has been generated became a 

Neuro – PID controller [18].  

 

 

 

 

 

 

 

 

 

 

 



17 
 

 2.1.4 Summary of Controller Reviews 

 

NO. Title Author Year Findings

1
Neural Network for 

Control System
Antsaklis, P.J 1990

> Shows short articles from papers found in 

demand of NN demand in Control System 

market

2

The Application of 

Neural Network to 

Control System : A 

Survey

Tai, P.; 

Ryaciotaki-

Boussalis, H.A.; 

Kim Tai

1990

> Summary of survey article that utilizing NN 

to control linear and nonlinear dynamical 

system is provided

3

DC Servo Motor 

Controllers Based on a 

Neural Network

Lee, C.K.; Chow, 

T.H.M.; Cheng, 

D.K.W

1992

> Method of developing a NN based on DT 

position servo motor controller                                            

> Analyse operation of motor affected when 

operated in closed-loop                                                        

> Motor driving circuit is nonlinear and 

characterized by "dead zone" and 

"saturation"                                                         

> Steady - state error is not affected by 

"dead-zone" of motor driving circuit                                                

4

Digital Control of a 

Servo System Using 

Neural Network

Shiguo, C.; 

Holmes, D.G.; 

Brown, W.A;

1995

> Digital position control presented - 

implements NN control algorithm to achieve 

high performance                                                 

> NN trained in terms of impulse response of 

a servo application                                                                         

> Result shows superior performance of NN 

and effectiveness of proposed master - slave 

architecture to implement

5
A Neuro-PID Speed 

Controller for DC Drives

Rao, D.H.; 

Kamat, H.V.;
1996

>A hybrid of PID and Neuro-controller 

investigation Steady-state response 

influenced by Neuro - controller once plant 

dynamics are learned                                         

> No PID precise tuning or retuning needed 

6

 A Survey of Neural 

Networks Application in 

Automatic Control

Chowdhury, F.N.; 

Wahi, P.; Raina, 

R.; Kaminedi, S.;

2001

> Survey of recent literature in NN 

applications for automation field                                                                  

> Provides advantages of NN over classical 

technique proving method to become more 

applicable in wide areas                                                   

> NN also applicable for field of detection of 

faults in dynamics system and controller 

design purposes      

7

Neural Assisted PI/PID 

Controller Design for a 

Motor Control System

Chou, P.C; 

Hsieh S.C.;
2005

> Providing example of simulation for the on 

motors that shows the enhancement of 

system                                                                 

> To alleviate the limitations of other 

controller stated in paper 

8

Neural-tuned PID 

controller for Point-to-

point (PTP) positioning 

system: Model reference 

approach

Ahmad, W.; Htut, 

M.M.; 
2009

>Proposing and applying a method to 

replace PID as due to inconsistency                

> Performance proposed controller better in 

terms of positioning performance and also 

robustness to inertia variations

9

Neural Network Based 

Intelligent Process 

Control System

Kadam, D.B.; 

Patil, A.B.; 

Paradeshi, K.P.;

2010

> Using an ANN architecture brings to more 

powerful tool for the future - accurately maps 

nonlinear characteristics between input and 

outputs quantities
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CHAPTER 3 

 

METHODOLOGY 

 

3.0 Research Methodology 

 

Generally research methodology is known to be a guideline system for solving a 

problem, with specific components such as phases, tasks, methods, techniques and 

tools. A methodology can be considered to include multiple methods, each as applied 

to various facets of the whole scope of the methodology.  

 

 3.0.1 Research Methodology  

 

 

 

Figure 3.1:  General Design Flow
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Referring to Figure 3.1, the project is a simulation base research. Specifically, it is a 

study of development of PID and NN Controller for Servo Motor. First and foremost, 

the project will begin with the research on several issues regarding DC servomotor, 

PID and advanced controllers in order to obtain the suitable problem statement on the 

study case which will be mentioned in the research methodology below.  

 

The project will proceed with the literature review on the DC Servomotor, continued 

by the chosen controller that will be used in order to control the servo motor which is 

the PID and NN controller with the collective information. The study covers the ideal 

application on controller, ideal tuning method on the speed or position of motor and 

also in obtaining the ideal references according to past research papers that have been 

concluded in order to obtain the correct algorithm and simulation. 

  

After completing the literature review, the study will proceed by designing the 

suitable simulation for the DC Servo Motor with its controller. Basically there will be 

3 simulation designs of controller that will be tested which are PID controller, NN 

controller and NNPID controller at the end of the research. Then later, the obtained 

results of the development will be compared and evaluated in order to obtain the best 

conclusion result in which controller would provide the best performance in method 

of tuning. 

 

Lastly, all the studies and discussion that has been obtained throughout the case study 

will then be compiled in the final report for assessment. Apart from that, 

recommendations on improvisation and also conclusion of the case study will also be 

discussed in the report. 

 



20 
 

 3.0.2 Methodology for FYP I - DC Servomotor and PID 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2: Methodology Flowchart DC Servomotor (left) and Methodology 

Flowchart PID Controller (right) 
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 3.0.3 Methodology for FYP II – NN and NNPID Controller 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 3.3: Methodology Flowchart NN Controller

N 

Start 

Acquire set of input and 

output target data 

Observe error 

= T – Y < error 

End 

Simulation 

Test 

 

Design NN 

- Determine layers 
- Determine neuron 

 

Input layer = # input 

Output layer = # output 

Hidden layer = flexible neurons 

Train Network 
- Divide data  

- Choose training method 

Change number of neurons 

in Hidden Layer 

Observe error 

= T – Y < error 

Test Trained Data with 

Testing Data 

Y 

N 

Y 

N 

Y 



22 
 

3.1 Gantt chart or Key Milestones of Project Activities 

 

For the first semester of final year project, the main activities are doing research and 

also running the samples of simulation to make sure that the systems that will be 

develop in Final Year Project II are visible and useful. Gantt chart is the graphical 

approach to visualize the planning of how to achieve the goals of the projects. It is 

important to plan the flow of the project to avoid from any unforeseen circumstances 

and challenges. Below is the chart that have been planned throughout Final Year 

Project I and continued with Final Year Project II proposed plan.  

Table 3.1: Gantt chart FYP I 

  FYP 1 

TASK /WEEK 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Title Selection                             

Preliminary Research                             

Process Identification                             

Plant Modeling                             

Plant Simulation Test                             

PID Modeling                             

Simulation Test                 

 

          

PID Model Tuning                             

Submission of Reports                             

 

Table 3.2: Gantt chart FYP II 

 

 

 

TASK /WEEK 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Acquire NN Training Data

NN Design

NN Training and Testing

Progress Report

NNPID Design

NNPID Training and Testing

ELECTREX, SEDEX, VIVA

FYP 2
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3.2 Requirements 

For this project the requirement only consists of: 

 

1. Software requirement 

1. MATLAB/SIMULINK – used as a Software Design which is 

programming the computer to carry out its control calculation and to 

produce results in simulation 
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CHAPTER 4 

 

 

RESULTS AND DISCUSSIONS 

 

4.0 PLANT MODELLING 

 

As discussed in Chapter 2 on the servomotor transfer function, 

𝐻1 𝑆 =
𝜃𝑜  𝑠 

𝜃𝑖 𝑠 
=  

2027520

0.258𝑠3+96𝑠+11050𝑠
                                                                    (4.1)  

  

A model block is created to represent the transfer function using 

MATLAB/SIMULINK software as per Figure 4.1. The model represents the plant of 

the system which will then be expended into further simulation. In order to expand 

the simulation further, the model will then be used as a subsystem of the new block 

model. 

 

Figure 4.1: Block Diagram of DC Servomotor System of MS150
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The plant shown above in Figure 4.1 is a full model of MS150 Servomotor Modular 

plant without any application of controller. Before any of the controllers is applied, 

the plant is tested in two different sets of condition which are no load test and with 

load test. These tests are made to see and evaluate the performances of the servo 

motor. Load of the motor is in terms of disturbance. 

 

Figure 4.2: Modeling MS150 with No Controller 

 

The plant shown in Figure 4.2 is without any application of controller. As stated 

before, the plant is tested in two different sets of condition which are no load test and 

with load test. These tests are made to see and evaluate the performances of the 

motor. Figure 4.3 shows the performance of the plant modeling. 

 

Figure 4.3: Modeling Plant MS150 with No Load and with Load Response 
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4.1 PID CONTROLLER 

 

For a PID controller, in order to tune the plant to obtain tuning values to obtain better 

performance, it is essential to obtain its ultimate values. Here, Ziegler – Nichols (Z –

N) Closed Loop Tuning method is applied. Hence, to obtain its ultimate values, 

adjustment in the Kp gain value is made to obtain the suitable the oscillation that has 

the same frequency and amplitude. 

 4.1.1 Gaining ultimate values for PID controller using ZN Method 

 

Figure 4.4: Modeling PID with No Load and With Load 

 

 

Figure 4.5: Modeling PID with No Load Response 
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Figure 4.6: Modeling PID with Load Response 

 

 With the Kp value set to be 2.0373, the obtained response of the ultimate 

period, Pu 0.03 sec while the ultimate gain, Ku, is 1.63. From the obtained value, the 

PID parameters are calculated as follow. 

Table 4.1: PID Parameters 
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Figure 4.7: PID Control Performances with No Load Disturbance 

 

From the Figure 4.7, it is obtained that the evaluation of control performances in 

terms of overshoot, time response and SSE are given in Table 4.2 below. 

 

Table 4.2: PID Control Performance with No Load Disturbance 

 

 P PI PID PD 

O.S(rad) 0.38 0.8 0.88 0.12 

tr (msec) 16.7 16.7 13.3 14.6 

ts (msec) 109.7 275 111.7 62.8 

SSE(rad) - - - - 
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Figure 4.8: PID Control Performances with Load Response 

 

From the Figure 4.8, it is obtained that the evaluation of control performances in 

terms of overshoot, time response and SSE are given in Table 4.3. 

Table 4.3: PID Control Performance with Load Disturbance 

 

 P PI PID PD 

O.S (rad) 0.6 0.96 0.8 0.26 

tr (msec) 13.3 13.2 11 15 

ts (msec) 159 348 129 66 

SSE (rad) 0.15 - - 0.12 

 

From Table 4.3, the best controller with the best parameter value is investigated 

whereby it shows that the P and the PD controller produces Steady – state Error. This 

is due to both of the controller does not have integral mode in order to improve its 

steady – state response. Thus, leading to the consideration between PI and PID 

controller where after considering the performances where PID provides the best 

performances in terms of all the criteria listed in the table. Therefore, PID parameters 

are chosen as a controller for the use in controlling the servomotor.  
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Figure 4.9: Modeling PID before Fine Tuning Response 

 

In order to obtain a better response in reducing the oscillation and reducing the 

overshoot response of the PID controller, the controller parameter is later being fined 

tune to produce a better response. However, the result obtained are not as expected 

where even though the overshoot has successfully been decreased and the is still no 

Steady – State error, the rise time and settling time increased by 0.5 second. After 

further consideration, the fine tuned PID is still chosen as a better controller for 

further investigation with value of Kp remained, Ki decreased by 3 times and Kd 

increased by 3 times. 

 

 

Figure 4.10: Modeling PID after Fine Tuning Response 
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Figure 4.11: Modeling PID with Multiple Random Input Responses 

 

 

Figure 4.12: Modeling PID before vs. after Fine Tuning Responses 

 

 

 

 

 

 

 

 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time(sec)

A
m

p
lit

u
d
e
 (

ra
d
)

Modeling PID with Multiple Random Input Response

 

 

Step Input

No Load

With Load

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
0

0.5

1

1.5

2

Time (sec)

A
m

p
li
tu

d
e
 (

ra
d
)

Modeling PID Before and After Tuning Response

 

 

Step Input

Before Tuning

After Tuning



32 
 

4.2 NN – PID Controller 

 

ANN can be use as a controller which will require detailed and careful design for 

most plant. However a neural network is not able to work alone in this scenario. This 

is due to a standalone neural network is a tough task to design. In this scenario, the 

ANN controller is used to assist the PID controller as a hybrid which combines the 

learning capabilities of an ANN based on the controller. The simulation is run by 

using nntraintool and an M-File coding which then will be generated into a NNet 

Simulink block. 

 

Figure 4.13:Block Diagrams, PID Controller (top) and neural assisted PID (lower) 

 

In order to test the NNet with the PID, a few steps are taken into consideration where: 

1. A set of input and target data set from simulation 

2. Design of NN to determine layers, and neuron in each layers ( input 

layer, output layer and hidden layer) 

3. Training of the network – input and output data set are divided into 

equal number of data’s for training and testing, choosing the training 

method, changing the required number of neurons in hidden layer to 

provide the least error and observation of the error where error = target 

– output 
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After the steps has been taken into consideration, then only the training data will be 

tested with the available testing data ( not included in training). This is to observe the 

output and the error where once again the error = target – output. After the suitable 

number of neurons obtained then the trained and tested NN will be generated into a 

Simulink Block to perform the simulation test. The M-File of the NN network is 

available in Appendix 1. Figure 4.13 below shows the nntraintool that is used to train 

the NNet. 

 

 

Figure 4.14: NNtraintool provides information on training method, training 

performance, regression and type of activation function used 

 

The nntraintool decides to use random values in this phase for all weights and biases 

instead of zeros. Which provides an end result of nntraintool generates a set of 

random values and assigns them to the weight and biases before each training is 

conducted. However, as the process goes by, during the training, the values will then 

changed according to the learning method that has been chosen. Lastly, the weight 

and bias values will be fixed and stored in ANN.  
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In order to obtained this end result, the training must be conducted multiple sets of 

times and the most optimized ANN is obtained through observing the training error 

and testing error differences. In order to know the best performance of ANN, 

Pearson’s R performance indicator in the form of correlation coefficient between the 

targets and outputs in the end of training is observe. For R almost or equal to 1 it is 

said that the training is considered successful meanwhile for R almost or equal to 0 

the training is considered as not successful. 

 After the suitable number of neurons obtained then the trained and tested NN will be 

generated into a Simulink Block to perform the simulation test. Here, the NN is 

trained up until 10 neurons of hidden layers in order to observe and to obtain the best 

optimized learning error. Then, by generating the trained net NN into a Simulink 

block, the end result of a hybrid PID – NN is obtained. 

 

 

Figure 4.15: PID vs PIDNN response with multiple Hidden Layer Neurons sets to 

consider the best performance 
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Table 4.4: Chart and Table Comparison of Performances of PIDNN with different 

sets of Hidden Layer Neurons 

 

 

 

From Table 4.4, it is obtained that PID – NN with a hidden layer containing 9 

neurons has the most suitable performances compared to others. It is seen that the NN 

controller has managed to assist the PID controller in improving the controller 

performances in terms of less overshoot, faster rise time, fast settling time and with 

no SSE. The NetHL9 satisfies the wanted criteria. 
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Figure 4.16: Modeling PID vs. PIDNN response with the best 9 Neuron Hidden 

Layer Performance 

 

 

Table 4.5: Comparison of Performances between PID and PIDNN with NetHL9 
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Figure 4.17: Modeling PID vs. PIDNN Performance Response with Multiple Set 

Input 
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CHAPTER 5 

 

 

CONCLUSIONS AND RECOMMENDATIONS 

 

Servomotors are widely applied in varieties of industrial application which requires 

reliable and precise measurement for the parameters control (position and speed) on 

the mechanism joints. The aim of the project is to design and develop advance 

controllers for the servomotor application and also to observe, evaluate and compare 

the control performances of the controllers provided.  

In order to understand and analyze the performances of the conventional controller 

and the advanced controller, it is a need to be able to design and develop the correct 

control strategy that is relevant to this project. The PID controller is able to perform 

good performances but also causes inconsistence performance based on the 

information from the literature review obtained from Chapter 2 and also results 

obtained from the analysis of modelling. Therefore, to improve the system 

consistencies, a new controller which is the Artificial Neural Network (ANN) 

controller is introduces to assist the PID controller in order to obtain better 

performances in controlling. However, due to the randomness of the training NN 

data, it is hard to predict the exact time of simulation where the wanted least error can 

be obtained and reliable.    

From the results obtained from NNPID, the hybrid controller manages to obtain 

better performances than PID. This proves the theory in the literature review that the 

NN will manage to assist the PID in order to obtain better performances than the PID 

controller itself. As a conclusion, the objective of providing better results by 

implementing an advanced controller is achieved for the implementation on the 

servomotor MS150 Modular. 
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For further recommendation, the study of the NN and NNPID can be tested on more 

large number of neurons in order to see better the controller’s contribution to the 

servomotor performances. It is also recommended that the hybrid controller NNPID 

dataset be trained to be used as a single standalone NN controller for the servomotor 

simulation performances.   
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APPENDIXES 

 

APPENDIX A  

M-FILE FOR NN Controller 

% Training data 

P = [];  T = []; 

for idx = 1:1263 

    if mod(idx, 2) == 1 

        P = [P e(idx, 1)]; 

        T = [T f(idx, 1)]; 

    end 

end 

  

% Testing data 

P1 = [];  T1 = []; 

for idx = 1:1263 

    if mod(idx, 2) == 0 

        P1 = [P1 e(idx, 1)]; 

        T1 = [T1 f(idx, 1)]; 

    end 

end 

  

% Designing network 

net = newff(P, T, 9, {'logsig'}); 

  

% Training network 

net.trainParam.goal = 1e-3; 

net.trainParam.max_fail=30; 

net.trainParam.min_grad = 1e-15; 

net = train (net, P, T); 

  

% Validation of network 

Y = sim(net, P); 

E = T - Y; 

msError = mse(E); 

disp(msError); 

figure: plot ((1:632)', T, (1:632)',Y); 

  

% Testing network 

Y1 = sim(net, P1); 

E1 = T1 - Y1; 

msError1 = mse(E1); 

disp(msError1); 

figure: plot ((1:631)', T1, (1:631)',Y1);
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