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ABSTRACT

This project presents a practical short term load forecasting (STLF) for
small scale power system using artificial neural network (ANN) method. The
project applies a generic three-layered feedforward network. The network is
trained in a supervised manner and used backpropagation as a learning technique.
In addition, a configuration consisting of a hidden layer that uses a hyperbolic
tangent sigmoid transfer function and the output layer with a pure linear transfer
function is applied. Gas District Cooling (GDC) is chosen as a case study for
small scale power system since this plant was designed to produce electrical
power supply and chilled water for Universiti Teknologi PETRONAS (UTP)
campus and in-plant use. As a sole customer of GDC power plant, the load data
from 2006 till 2010 are gathered and utilized for model developments. There are
two models developed based on UTP normal operating semester (Semester On)
and during break (Semester Off). The developed models can forecast electricity
load for the one week ahead. The computation experimental of the proposed
network applies MATLAB software and its toolbox. The mean absolute
percentage error (MAPE) is used as the measurement for the forecasting
performance. At the end of this project, the proposed method using ANN manages
to get average MAPE of 6.72 % for Model 1 (Semester Off) and 3.92 % for

Model 2 (Semester On) which is considered relatively good result.
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CHAPTER 1

INTRODUCTION

1.1 Background of Study

Electricity load forecasting is very essential in planning for electricity
resource management. It can predict the future demand and manage the stored
electricity for future usage. The electricity generation cost also can be minimized

as well as the electricity tariff can be controlled [1].

Load forecasting can be categorized into three categories which are short
term, medium term and long term. The duration for prediction of short term load
forecasting (STLF) usually ranging from one hour to one week. Medium term
load forecasting means the load forecasting usually from a week to a year. It deals
with the scheduling of fuel supplies and maintenance operations. Long term load
forecasting, it means the load forecasting is usually more than a year. This type of

load forecasting is useful for planning operations [2-4].

As such, this project deliberates method to forecast STLF electricity
demand for small scale power system. Many methods have been used for
forecasting in the past. These include statistical methods such as fuzzy logic [5-
7LI15], regression [8-13], expert systems [11],[14], support vector machines,

econometric models and end-use model [19],[25].

In this project, artificial neural network (ANN) is used as a method to
model complex relationship between the input and output patterns [1]. Basically,
the networks learn through the examples, which consist of the input signals and
the desired output. Neural networks capable to model with a greater range of

relationships unlike the ordinary least squares linear regressions [16].



Gas District Cooling (GDC) is chosen as a case study for small scale
power system since this plant was designed to produce electrical power supply
and chilled water for Universiti Teknologi PETRONAS (UTP) campus and in-
plant use. The plant is equipped with two units of 4.2 MW Solar Taurus 60S gas
turbines, two heat recovery steam generators (HRSG), one package boiler (AGB),
two steam absorption chillers {SAC) and four electric chillers (EC). Under normal
condition, the generators are operating in island mode but during contingency

period, generators are connected in parallel to Tenaga Nasional Berhad [17].

This project gives a significance contribution to the GDC in their daily
operation. One of them is to study the electricity behavior of GDC UTP load
demand. It is important to analyze the electricity behaviors in order to understand
and be familiar with the pattern of the load. Once the pattern is tdentified, the
predictive model can be formulated and then developed using ANN method.
Therefore, this project proposes a method of a multilayer perceptron neural

network and it is trained and simulated by using MATLAB.

1.2 Problem Statement

The GDC UTP faced the complexity electricity demand values due to
many factors such as temperature and weather. Both factors affect during
generation which made the electricity demand values to be complex and nonlinear

and therefore, hard to analyze.

As of the fact that the electricity demand values make the electricity load
forecasting become challenging, the project is being made using ANN models to

help the GDC UTP to forecast the electricity demand accurately.



1.3 Objectives
The objectives of this project are:

i.  To understand the principle of ANN method

ii.  To analyze the data gathered from GDC UTP.
iii.  To design the load forecasting models using ANN.
iv.  To forecast the GDC UTP load demand.

v.  To present the load forecasting models in a user-friendly environment.

1.4 Scope of Work

The scope of work of this project 1s to understand the principle of ANN by
carry out the literature review as well as brief research about the topic. In addition,
the data gathered from GDC UTP is analyzed and then used to design the load
forecasting models. As a result, the GDC UTP load demand forecasting can be
applied in the short term time scale. Also, the load forecasting models built are

ensured to be presented in a user friendly environment.

1.5 Significance of Study

This project gives a significant contribution to the GDC power plant in
their daily operation. One of them is to study the electricity behavior of GDC UTP
load demand. It is important to analyze the electricity behaviors in order to
understand and be familiar with the pattern of the load. Once the pattern is
identified, the predictive model can be formulated and then developed using ANN
method.

The predictive model developed is used to forecast the electricity demand
in advance. This helps exact amount of electricity generated at the exact time. The
carlier prediction leads to the optimization in power generation and eliminate the

power wastage during the generation.



CHAPTER 2

LITERATURE REVIEW

2.1  Artificial Neural Network

Many methods have been used for load forecasting in the past. These
include statistical methods such as fuzzy logic [5-7],[15], regression [8-13], expert
systems [11],[14], support vector machines, econometric models and end-use

model [19],[25]. The descriptions of some of the methods are tabulate below:

Table 1 Load Forecasting Methods

'Regfesé,i“o'n' Ahalysis s Focus on the relationship between a
dependent  variable and one or
more independent variables.

s Most commonly, the analysis estimates
the conditional ~ expectation of the
dependent variable given the independent

variables [28-29].

Fuzzy Logic o A form of multi-valued logic derived
from fuzzy set theory to deal with
reasoning that is approximate rather than

accurate [30].

Expert System e Provide an answer to problem, or clarify
uncertainties where normally one or more
human experts would need to be

consulted [31].

Support Vector Machines

A set of related supervised learning




method that analyzes data and recognize
patterns.

» It predicts for each given input, which of
two possible classes the input is a

member of [32].

Artificial Neural Network | e A mathematical model inspired by the
structure and functional aspects of
biological neural networks.

e Used to model complex relationships
between inputs and outputs to find

patterns in data [23].

Table 1 shows the description of some of the methods used for load
forecasting. In this project, ANN is used instead of other method since it is
capable of modeling complex relationship between the input and output patterns
[1]. ANN derives meaning from complicated or imprecise data and therefore used
to extract patterns and detect trends that are too complex to be noticed by either

humans or other computer techniques [35].

Also, a neural network can be trained of as an expert in the class of
information given to analyze. This expert is then used to provide projections when

a new situation of interest is given [35]. Other advantages of ANN include:

o Adaptive learning: An ability to learn how to do tasks based on the data given
for training or initial experience

s Self-organization: ANN can create its own organization or representation of
the information it receives during learning time

s Real time operation. ANN computations may be carried out in parallel, and
special hardware devices are designed and manufactured for this capability

e Fault tolerance via redundant information coding: Partial destruction of a
network leads to the corresponding degradation of performance. However,

some network capabilities may be retained even with major network damage



ANN refers to a class of models inspired by the biological nervous system.
The models are composed of many computing elements, usually denoted neurons;
each neuron has a number of input and one output [19-26]. Each of these neurons
forms a weighted sum of its input, to which a constant term called bias is added.

This sum is then passed through a transfer function {20] as illustrates as follows:

f/ R

inputs
AN

Figure 1 Internal Structure of a Neuron [20]

Figure 1 illustrates the internal structure of a neuron. Commonly, a neural
network is train to perform a particular function by adjusting the values of the

weighis between elements {21] as shown below:

Target

Neural Network

e including connections
| {called weights) o
nput between neurons utput

Adjust
weights

Figure 2 Neural Network Function [21]

Figure 2 shows the neural network function determined largely by the
connections between the elements. Generally, neural network are adjusted, or

trained, so that a particular input leads to a specific target output. The network is
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adjusted based on the comparison of the output and the target until the network

output matches the target [21].

Batch training of a network proceeds by making weight and bias changes
based on the entire set (batch) of input vectors. Incremental training changes the
weights and biases of a network as needed after presentation of each individual
input vector. The incremental training is sometimes referred as “adaptive’ training

[21].

The success in the application of ANN lies in the fact that when these
networks are properly trained and configured they are capable of accurately
approximating any measurable function. The neurons learn the patterns hidden in
data and make generalizations of these patterns even in the presence of noise or
missing information. Predictions are performed by the ANN based on the

observed data [22].

Among many of the forecasting approaches, ANN has the ability to
experiment with theoretically poor, but data rich, models that can identify the

complex non-linear relationships in the data and infer future behavior.



2.1.1 Network Architecture

The neurons are organized in a way that defines the network architecture.
Networks with interconnections that do not form any loops are called
feedforward, while recurrent or network with cycles in which there is one or more
loops of interconnections are used [20]. The comparison between single layer

feedforward, multilayer feedforward and recurrent networks are tabulate below:

Table 2 Comparison between Network Architecture

Single Layer ¢ Consist of input layer and output layer

Feedforward e The inputs are directly connected to the output layer

Multilayer s Consist of input layer, hidden layer and output layer
Feedforward e Hidden layer enables greater processing power and
system flexibility

Recurrent Networks | e Networks with feedback connections, cycles are
present in the network

o Difficult to train than feedforward networks




Table 2 shows the comparison between the network architecture of ANN.
In this project, a generic three-layered feedforward network is used. The neurons
in each layer may share the same inputs, but not connected to each other.
Typically, the neurons in the input layer serve only for transferring the input
pattern to the rest of the network, without any processing. The information is
processed by the neurons in the hidden and output layers [20].

In order to find the optimal network architecture, several combinations
which includes network with different number of hidden layers, different number
of neurons in each layer and different types of transfer function are evaluated.

Three of the most commonly used transfer functions are describe in table below:

Table 3 Description of Transfer Functions [21]

Logsig o The function .g.énefa‘té.s 'oﬁtpui.s between 0 and 1 as the

neuron’s net input goes from negative to positive infinity

a=logsign}

Tansig e The function generates outputs between -1 and +1 as the

neuron’s net input goes from negative to positive infinity

= Hasiging

Purelin e Linear transfer function

it = purefintn}




Table 3 shows the description of the three most commonly used transfer
functions, A configuration consisting of a one hidden layer that uses a hyperbolic
tangent sigmoid transfer function and the output layer with a pure linear transfer
function is applied throughout this project [20].

This configuration is proven to be universal mapper, provided that the
hidden layer has enough neurons. On the other hand, if there are too few neurons,
the network may overfit the data [20]. In this project, the number of neurons in the

hidden layer is chosen by trial and error.

2.1.2 Network Training

There are three different paradigms used to train neural networks, each
corresponding to a particular abstract learning task. There are supervised learning,
unsupervised learning and reinforcement learning. However, supervised and
unsupervised learning are the most common [33]. The descriptions of the learning

paradigms are as follow:

Table 4 Description of Learning Paradigms [33]

“'éuper\rlsed . A techmqﬁe where....t..lhle 1npu’£ and expected outputofthe
system are provided and ANN is used to model the
relationship between the two.

e The network output is compared to the desired output;
the error signal is used to update the network weight |
vectors.

e Useful for network headed for reproduce the

characteristics of a certain retationship.

Unsupervised | ® The data and a cost function provided is a function of
the system input and output.

e ANN is trained to minimize the cost function by

finding the suitable input-output relationship.

10



Useful in situations where a cost function is known.

Table 4 shows the description of the most common learning paradigms

used to train a neural network. A feedforward networks is normally trained in a

supervised manner. In the learning process, a neural network constructs as input-

output mapping, adjusting the weights and biases at each iteration based on the

minimization of some error measure between the output produced and the desired

output [20].

2.1.3 Network Learning

Multilayer networks used variety of learning techniques and the most

common used is backpropagation algorithm. The descriptions of the techniques

used are as foflows:

Table 5 Description of Learning Algorithm [33]

Gradient Descent

Used to minimize the error function through the.
manipulation of a weight vector.

Works by taking the gradient of the weight space
to find the path of the steepest descent.

Backpropagation

Passes error signal backwards through the
network during training to update the weights of

the network.

Hebbian Learning

A synapse between two neurons 1s strengthened
when the neurons on either side of the synapse

have highly correlated outputs.

Competitive Learning

A rule based on the idea that only one neuron
from a given layer will fire at a time.
Weights adjusted such that only one neuron in a

layer.

11



Table 5 shows the descriptions of the learning algorithm of the neural
network. In this project, the backpropagation algorithm is used since it is the most
popular and robust tools in the training of ANN [33].

Backpropagation passes error signals backwards through the network
during training to update the weights of the network. Also, the backpropagation
algorithm specifies the tap weights of the network are updated iteratively during

training to approach the minimum of the error function [33].

2.2 Data Collected From GDC

Upon developing the model, the data had been gathered from GDC UTP.
The data of the electricity demand by UTP had been gathered starting 1* January
2006 till 31" December 2010.

The data gathered are based on daily interval data. The data have been
categorized into two conditions based on UTP’s Academic Calendar, as attached
in Appendix A. The graphs below represent the daily data gathered from the two

conditions; Semester On and Semester Off.

UTP Electricity Consuption during Semester On

Time {Days)

Figure 3 Graph of UTP Electricity Demand during Semester On

Figure 3 shows the UTP electricity consumption during Semester On. The
average of the electricity demand is 4.6MW. Also, at certain time, the electricity

demand is higher due to the special occasions organized in UTP [24].

12



UTP Electricity Consuption during Semester Off

(AL

ption (kW)

1000 -

Electricit:
o

Time [Days)

Figure 4 Graph of UTP Electricity Demand during Semester Off

Figure 4 shows the UTP electricity consumption during Semester Off. The
average of the electricity demand is 3.8MW. Similarly, at certain time, the

electricity demand is higher due to the special occasions organized in UTP [24].

2.3 Data Analysis

The daily data gathered from the GDC UTP are then analyzed and the

results for both Semester On and Semester Off are shown below:

UTP Electricity Consuption during Semester On

Fitting Data i ‘Forecast Data
o

7

Figure 5 Graph of Fitting Data and Forecast Data during Semester
On

13



Figure 5 shows the UTP electricity demand during Semester On. The
graph is labeled with the fitting data as well as the forecast data. The fitting data is

the data used for the purpose of training, validation and testing.

UTP Electricity Consuption during Semester Off

7000 — —— — I |
I Fitting Data Forecast Data
& ook
-~ P = - " &

Figure 6 Graph of Fitting Data and Forecast Data during Semester
Off

Figure 6 shows the UTP electricity demand during Semester Off. The
graph is labeled with the fitting data as well as the forecast data. Similarly, the
fitting data is the data used for the purpose of training, validation and testing.

14



CHAPTER 3

METHODOLOGY

3.1 Research Methodology

In order to achieve the objectives of this project, more specifically to
understand the principle of ANN, literature reviews as well as brief research about

the topic are carried out on several resources such as books, journal and internet,

Later, the UTP daily load data is gathered from GDC UTP and therefore
analyzed for the purpose of training, validation and testing. The forecast models
are then developed based on Semester On and Semester Off of UTP Academic

Calendar.

There are two models developed based on the conditions in UTP. Model 1
is developed to forecast for one week ahead for Semester Off while Model 2 is

developed to forecast for one week ahead for Semester On.

All the models have been simulated for twenty simulations and the
average value is calculated to obtained accurate forecasting result. From the result
obtained the error between the forecasted and actual load are calculated. The
forecasting performance is generally evaluated using mean absolute percentage

error (MAPE) and the best forecast model is chosen.

15



3.2 Procedure Identification

)

A

UTP Load Data Gathering

h

Forecast Model Development

UTP Data Treatment

al

b

Model Training

) 4

Model Validation

Model Testing

Forecast Model

MAPE < 10%

Figure 7 Project’s Methodology
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3.2.1 UTP load data gathering

The historical UTP daily load data have been gathered from GDC UTP
ranging from 1% January 2006 until 31* December 2010. The data have been

categorized into Semester On and Semester Off based on UTP Academic
Calendar {24].

3.2.2 Forecast model development

The forecast models have been developed using the data gathered. There
are two models that have been developed. The models are based on Semester On
and Semester Off of UTP and the duration of the load forecasting. The summary

of the two models are as follows:

Table 6 The Forecast Models

Model 1 Off 7 days

Model 2 On - 7 days

Table 6 shows the two models developed. In addition, the model used a
supervised technique where the input and expected output of the network are

provided. The summary is shown below:

Table 7 Model’s Input and Qutput

Model 1 i4 7

Model 2 14 7

17



Table 7 shows the input of the models are the load data for the last 14
days, and the output is the load data for the following 7 days. Moreover, as the
data for each model is different, each of the models is built with different number

of hidden layer and hidden neuron. The summary is as below:

Table 8 Model’s Hidden Layer and
Hidden Neuron

Model 1 1 3

Model 2 2 9 11

?r

Table 8 shows Model 1 has one hidden layer with three hidden neurons,
while Model 2 has two hidden layer with nine and eleveh hidden neurons
respectively. The MATLAB coding used for the two models is included in
Appendix B and C.

3.2.3 UTP duta treatment

The data treatment has been done in order to create robust models. The
data treatment consists of data normalization, data partitioning and data

arrangement.

a) Data normalization
The input of an ANN is recommended to be normalized before training.

The normalized value is defined as follows:

X—X.;
X' = min
Xmax - Xmin
Where X = inputs to the ANN

Xin = minimum values of X

Xmax = maximum values of X

18



3.2.4

This normalization converts the original input values to a normalized value
that is in the range of 0 to 1. This assists the backpropagation method
better determine the weights of the ANN [34].

b) Data partitioning
The gathered data has been partitioned into three (3) partitions for the
purpose of training, validation and testing as follows:

i) Training data — 40%

i1) Validation data — 30%

iii) Testing data — 30%

The partitioning has been done based on the total data of 560 days for
Semester Off and 1099 days for Semester On. The partitioning of the data
is based on the non-randomization data that need to done to the historical

data in order to obtain accurate result [24].

¢) Data arrangement
The data are also arranged in order that the first day of the week starts on
Monday and end on Sunday. This provides neural network an organize

information and therefore helps the network predict correctly.

Model training

The training of the new models involves 40% of the gathered data. The

numbers of data for each of the model are shown below:

Table 9 Number of Training Data

Model 1 221

Model 2 437

19



3.2.5 Model validation

The purpose of validation is to guide the training of the model. The
training should stop as the validation reaches the performance goal. The validation
data for the models consists of 30% of the entire data. The numbers of data for

validation are tabulated below:

Table 10 Number of Validation Data

Model 1 166

Model 2 328

3.2.6 Model testing

The testing data for the new models consists of 30% of the total data. The
testing is done to observe the efficiency of the developed models and the numbers

of testing data are as follows:

Table 11  Number of Testing Data

Model 1 166

Model 2 327

20



3.2.7 Forecast model

The forecast model is developed to forecast for seven days ahead. Table

below shows the actual data for both models

Table 12 Actual Data Range

Model 1 13" — 19" December 2010

Model 2 4" _ 10™ October 2010

3.2.8 MAPE

MAPE or mean absolute percentage error is calculated once the
forecasting load obtained. The program will compare the actual load and forecast

load and therefore calculate error based on the following formula:

Forecast Load — Actual Load

. _ 0
Relative Error gl Load x 100%

|Forecast Load ~ Actual Load]

= 0,
Absolute Error Actual Lood x 100%

The expected MAPE value in this experiment is set to be less than 10%
since MAPE value of 10% is considered very good while MAPE value in range

from 20% to 30% or even higher is quite common [36].

21



3.3 User-friendly Features

A user-friendly feature is added to allow users to run MATLAB program
of both Model 1 and Model 2 as one. This help users save their time from running
the MATLAB program separately. The features processes are as illustrate as

follows:

[ START |

1 = Sem Off
2 = Sem On

1/1lorz 2

v \/ ¥

Run load forecasting Run load forecasting
for Modet 1 for Model 2

Continue? o

h 4

YorN Yes

oo )

Figure 8 User-friendly Features Flow Chart

The flow chart in Figure 8 shows the user-friendly features processes. The
build in instruction will easily let users to select which model to run. Once the
mode! is selected, the program will run the forecasting model and the load
demand for the next seven days is then predicted. The MATLAB coding of these

user-friendly features is attached in Appendix D.

22



3.4 Project Duration

In order to effectively monitor the progress of this project, a Gantt chart

cousist of one year duration planning had been construct. See Appendix E.

3.5 Tool Required

The MATLAB R2007b software is used as the main tool for the new load
forecasting model developments. MATLAB is an ideal tool for working with
ANN since it is highly efficient in performing vector and matrix calculations.
Also, MATLAB comes with a specialized Neural Network Toolbox® which

contains a number of useful tools for working with ANN [33].

23



CHAPTER 4

RESULTS AND DISCUSSION

4.1 Results

The forecast models are simulated to determine the result of one week
forecast load. The comparison of the forecast load and the actual load demand are

shown in Figure 9 and Table 13:

; Mon Tue Wed Thu Fri Sat Sun ,;
'§ Day

-4~ Forecast Data - Actual Data

Figure 9 Forecast and Actual Load Demand for Model 1
(13™ - 19" December 2010)
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Table 13 Comparison between Forecast and
Actual Load Demand for Model 1
(13™ — 19" December 2010)

Load Demand
Day (kW)
Forecast | Actual
Monday 4751.1 4604
Tuesday 4481.7 4252
Wednesday | 4369.9 4472
Thursday | 4466.7 4328 7.1546
Friday 43728 4128
Saturday 3041.5 2716
Sunday 2926.8 2204

MAPE
(%)

For Model 1, the MAPE value calculated for this simulation is 7.1546,
while for Model 2, the MAPE value is 3.7042. The comparison for Model 2 is as
Figure 10 and Table 14 below:

Figure 10 Forecast and Actual Load Demand for Model 2

Mon Tue Wed Thu Fri Sat Sun
Day

~@-=Forecast Data - Actual Data

(4™ - 10" October 2010)
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Table 14 Comparison between Forecast and
Actual Load Demand for Model 2

(4™ - 10™ October 2010)
Load Demand
Da (kW) '
. il (%)

Forecast | Actual
Monday 52638 5092
Tuesday 5393.1 5540

Wednesday | 5514.6 5276
Thursday | 5250.6 | 5352 3.7042

Friday 5190.5 | 5412
Saturday | 3522.1 3616
Sunday 30184 3288

In order to obtain the best result, the models are run for 20 simulations.

Figure 11 and Figure 12 depict the MAPE values of each simulation for both

models:
; R ———
| 10
o Eds
H < 1 i
=
4 - 1
|
\ 2 — - e -
|
‘ |
! 0 e e
1 20 34 .5 6 8 9 10 M 42 13494 15 16 37 18119 20
| Simulation
|
Figure 11 MAPE Values for Model 1
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Simulation

Figure 12 MAPE Values for Model 2

Table 15 MAPE Value of Forecast Models

S MAPE Value (%)
Model 1 Model 2
1 7.1546 3.7042
2 5.2386 3.5971
3 3.6287 41158
B 5.5743 3.0855
5 7.7631 2.4734
6 9.4669 4.889
7 9.3826 43525
8 9.8419 3.4071
9 9.6389 4.4519
10 4.4725 3.5399
11 6.5133 3.1771
12 4.9058 4.8466
13 49813 5.3818
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14 92332 3.3560
i5 5.5859 2.5488
16 6.6534 4.6263
17 5.9580 3.6896
18 5.8613 5.2790
19 54148 4.8582
20 _ 7.1163 29513
MAPE Average
Value (%) &.72 9

4.2 Discussion

The configuration of Model 1 consist of one hidden layer with three
hidden neurons, and Model 2 consisting of two hidden layer with nine and eleven
hidden neurons respectively. Both of these models give relatively good result and
prove that the configurations are applicable for short term load forecasting. Also,
the resuft shows that both models are efficient and represents a high degree of

accuracy in the load forecasting.

However, the result summarized in Table 15 shows Model 2 has better
result than Model 1. This is due to the fact that there are many university events
conducted during the Semester Off which lead to non steady state load during this
period compared to Semester On period. Moreover, a configuration consist of two

hidden layer gives the network enough neurons and avoid the data to be over
fitted.
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CHAPTER 5

CONCLUSIONS & RECOMMENDATIONS

5.1 Conclusions

Accurate electricity forecasting is essential for GDC operation since its
can help in pre-planned scheduling and maintenance of the power plant. Once the
future demand is known, the exact amount of electricity can be generated at exact
time. Therefore, when the demand is less than 4. 2MW, one generator can be shut
down for maintenance works. This hefps exact amount of electricity generated at

the exact time.

Also, when only one generator is operated, means the energy is used
effectively. Consequently, it leads to the optimization in power generation and
eliminate the power wastage during the generation. An efficient energy
management will reduced the operating cost as well as the negative impact to the
environment. This helps GDC UTP management team to develop a great image in
line with Malaysia’s strategy to moderate trends in increasing energy intensity and

avoid wasteful energy usage.

Besides, electricity forecasting allows earlier notification to the power
generation system in order to avoid an unbalanced system. Unbalanced system
happens when the electricity demand is more compared to the electricity

generated. This situation can leads to fault or malfunction of the system.

In this project, the proposed method using ANN manages to get average
MAPE of 6.72 % for Model 1 and 3.92 % for Model 2 which is considered
relatively good result. From the experiments, it is found that the forecasting
method for the GDC UTP is well-suited with multilayer perceptron feedforward

neural network.
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The models developed have different configuration which Model 1 with
one hidden layer and Model 2 with two hidden layer. During the experiment, both
models are configured with different number of hidden layer in order to determine

the model’s best architecture.

The experiment of Model 1 with two hidden layer gives higher MAPE
value. This is because a configuration of two hidden layer make the structure of
the model become complex and result in the fitting of the signal in the data as well

as the noise, or known as over-training of the ANN model [34].

On the other hand, Model 2 with two hidden layer gives lower MAPE
values compared to a configuration consist of only one hidden layer. This shows

that Model 2 is well-trained and the architecture provides high degree of accuracy.

52 Recommendations

From the result obtained, it is believe there are still rooms for
improvement. Future studies on these forecasting models can incorporate
information about the effects of the public holiday as well as weather into the

neural network as to obtain more representative forecast of the future demand.

Also, the central idea of neural networks is that such parameters can be
adjusted so that the network exhibits some desired or interesting behavior. Thus, a
way to train the network to do a particular job by adjusting the weight or bias
parameters should be considered, instead of the network itself will adjust these

parameters to achieve the desired end.
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APPENDIX A
UTP ACADEMIC CALENDAR
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clear;
cle;
echo on;
pause

APPENDIX B
MATLAB CODING FOR MODEL 1

load utploaddatasemofrt;

p=trdat';
pt=trtgdat‘;
VV.P=val';
VV.T=valtg';
ts=tsdat';
tst=tstgdat’';
pause

net=newff ( (minmax(p)),[3 1],{'tansig’

pause

net.trainParam.epochs = 100;
net.trainParam.goal = 0.001;
net trainparam. show—l,

pause

net=train(net,p,pt, [1,[]1,VV);

pause

testl=sim(net,p);

pause
day=[1:1:221];

plot (day, testl,day,pt)
xlabel (' flme(lﬂ days) ')

ylabel (!

tltle('CDMphﬁl ON )

legend ('
grid on

ration value KW-load')

I "'_; -t .::‘_"1)

error_testl=(sum(abs (testl-pt))/size(pt,2))*100;

pause

test2=sim(net, ts);

pause

error=(sum(abs (test2-tst))/size(tst,2))*100;

day=[1:1:166];

plot (day, test2,day, tst)

xlabel ('time(in uavs")
ylabel ('licrmali :

title ("' LONP RIS ON')

legend ('t
grid on
pause
ain=ain';
aout=aout';

ng’; lactualt2)

pload=sim(net,ain);
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pload=(10000* (pload) ) ;

pload

aload=(10000* (aout) ) ;

aload

pause

MAPE= (sum(abs (pload-aload))/sum(abs (aload)))*100;
day=[1:1:7];

plot (day,pload,day, aload)

xlabel ('time(in days)')

ylabel {"kW locad')
title('COMPARISON')
legend('predicted’, 'actual ,2)
grid on

pause
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APPENDIX C
MATLAB CODING FOR MODEL 2

clear;

cles

echo on;

pause

load utploaddatasemon;
p=trdat';

pt=trtgdat';

VV.P=val';

VV.T=valtg';

ts=tsdat';

tst=tstgdat’';

pause
net=newff ( (minmax(p)),[9 11 1],{'tansig' 'tansig' 'purelin'’
Y tEraimim® )

pause

net.trainParam.epochs = 100;
net.trainParam.goal = 0.001;
net.trainparam.show=1;

f============5tart training the model. *Please walt,========c======
pause

net=train(net,p,pt, [1,'[1.VW});

pause

testl=sim(net,p);

pause

day=[1:1:437];
plot (day, testl,day, pt)
xlabel ('time{in days)')

ylabel ("Normalization value kW-load"')
title('COMPARISON')

legend ('’ ilatien',; 'actual ', 1)

grid on

error_testl=(sum(abs (testl-pt))/size(pt,2))*100;
pause

test2=sim(net, ts);

pause

error=(sum(abs (test2-tst))/size(tst,2))*100;
day=[1:1:327];

plot (day, test2,day, tst)

Xlabel ('time (in days)')

ylabel ('Normalization value kW-load')
title ('COMPARISON')
legend('testing', 'actual',2)

grid on

pause

ain=ain';
aout=aout';
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pload=sim(net,ain);

pload=(10000* (pload)) ;

pload

aload=(10000* (aout) ) ;

aload

pause

MAPE= (sum(abs (pload-aload) ) /sum(abs (aload)))*100
day=[1:1:7];

plot (day,pload,day,aload)

xlabel ('time(in days)')

ylabel {'kW load!')
title('COMPARISON")
legend('predicted’, factual',;2)
grid on

pause
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APPENDIX D
MATLAB CODING FOR USER-FRIENDLY FEATURES

clear;
cle;
fprintf('\nElectricity Forecasting for 3

\n')

~
U
=
]
—
et
wm
0
j+7]
—
1]
Lye)
(o]
X
/]
past
wm

o
(5]
ot
1]
=)

£f = 999;

while ff > O
get = input ('\nEnter 1 for Semester Off or 2 for Semest
= T
T get ==
run utplfl;
1 f get ==
run utplf2;

fprintf(‘\n Incorrect reply, try again later \n\n');

repeat = 0;

while strcmp(repeat, 'n')~=1 && strcmp(repeat, 'N')~=1 &&
strcmp(repeat, 'v')~=1 && strcmp(repeat, 'Y')~=1

repeat = input('\n\n Do you wish to continue? Enter Y or H ->
L8}

it strcmp (repeat, 'n')~=1 && strcmp(repeat, 'N')~=1 &&
strcmp (repeat, 'vy')~=1 && strcmp(repeat, 'Y')~=1

fprintf(‘\n Incorrect reply, try again \n\n'), end

if repeat == 'y' || repeat == '¥'
ff = 999;
else ff = 0; end

end

44



(pn0c pieg) uodas e
WU
vonm:saxd jout

DO 2003 pue ynsey|
DORE LI Pt 50N

Jopou)
15230} o dojasep pue it

Uty TARWE pRAPNS

dl] X0 s} Eiep IR

+dwexs wo paseq)
oS 2 ZA[eue puR Uy

2AL8) U0

APPENDIX E
GANTT CHART

200 1 AP

e
P

ey

o) w0y
BEEREEEEEHE n—ﬂd_ﬂuw._u,.iﬂq 3 E B R

-
e
-
-
-t
ey
el

[11)310% ¥v3A Tr\L [ L)0% ¥Vl TVNl

1¥VHD LINYD

45



