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ABSTRACT

Utilization of digital video raises important concern on storage space and
transmission purpose. A video codec that compresses digital video signal has
become an essential component in video application.

The interest of this project is to integrate a wavelet-based compression and at
the same time providing a backward compatibility to the existing architecture of
MPEG-2 standard. Wavelet-DCT is an algorithm that utilizes Discrete Wavelet
Transform (DWT) to compute Discrete Cosine Transform {DCT) coefficients. The
algorithm allows truncation of intermediate coefficient through DWT. This process
is also known as thresholding. The Wavelet-DCT algorithm is integrated into a
simulation of intra-frame coder in compliance with MPEG-2 standard. To enhancé
the system performance, threshold level selection is done via histogram energy
analysis and selection of best wavelet type through statistical study.

The simulation was developed using SIMULINK and MATLAB. Wavelet-
DCT based intra-frame coder was simulated by employing two different approaches.
Different types of multimedia source (image and video) were tested on the
simulation.

The result from both approaches for images shows marginal improvement at
higher compression ratio. On the other hand, when it was tested on video, which
consists of different types of images, both approaches does not show a reasonable
improvement at various level of compression ratio.

The argument on why wavelet-DCT based intra-frame coder does not -
perform better arises from the objective’s restriction that attempts to cater the
backward compatibility. Some recommended areas to be delved for future work on
video compression are distributed video coding, ridgelet transform and dual-tree

complex wavelet transform.

iv



ACKNOWLEDGEMENT

1 would like to express my sincere gratitude to my project supervisor, Assoc.
Prof. Dr. Varun Jeoti who introduced me to the world of video compression and
especially the theory of wavelet. Despite his busy schedule, Dr. Varun always spares
some time to give advices, ideas and to address doubts and questions that I had in
mind. His encouragement and guidance have provided a good basis for the present

thesis.

I wish to express my warm and sincere thanks to Mr. Ho Tatt Wei who gave
me untiring help and encouragement during difficult moments. His wide knowledge

and way of thinking have been a great value for me.

I warmly thank Chai Beng Seow, who first started the feasibility study of this
project. He has been helpful and supportive during the tough time at the beginning
of this study.

My sincere thanks are due to the lecturers and graduate assistants who have
given their review, constructive criticism and excellent advices during the

preparation of this thesis.

During this work, 1 have received help and supports from my friends in UTP

for whom I have great regard.

I would also like to express my love and gratitude to my parents, brothers
and Barry Agustinus for their understanding, constant support and encouragement
through the duration of my studies.



TABLE GF CONTENTS

ABSTRACT .
ACKNOWLEDGEMENT .
LIST OF FIGURES .
LIST OF TABLES . . . . .
LIST OF ABBREVIATIONS .
CHAPTER 1: INTRODUCTION .
1.1 Background Study
1.2 Problem Statement
1.3  Objectives
1.4 Scope of Study
1.5 Chapter Organization .
CHAPTER 2: LITERATURE REVIEW .
2.1  Wavelet Transform
2.2 Discrete Cosine Transform
2.3 Overview of MPEG2
2.3.1 Picture Reordering
2.3.2 Interlace Sequence Support
2.3.3 Colorspace Conversion
2.3.4 Block Compression
2.3.4.1 Two-Dimensional DCT
2.3.4.2 Quantization
2.3.4.3 Entropy Coder.
24  DWT-DCT Algorithm

24.1 Reviewing DFT and FFT
242 DWT-based DCT and Its Approximation

vi

iv

x
xi

Xii

th b A W e

10
10
11
11
12
13
13
14
15
15
16



CHAPTER 3:
3.1

32

33

METHODOLOGY .

Proposed Techniques .

3.1.1

3.1.2

3.1.3  Wavelet Selection Technique .

Wavelet-DCT Algorithm

3.1.1.1 2-D Wavelet DCT .

3.1.12 J-level 2-D Wavelet DCT

3.1.1.3  J-level 2-D Wavelet Packet DCT

Threshold Level Selection Technique

3.1.2.1 Investigation on Singularity Detection Using
Wavelet Modulus

3.1.2.2 Histogram Analysis .
3.1.2.2.1 Histogram of DCT Coefficients
3.1.2.2.2 Histogram of Wavelet Coefficients
3.1.22.3 Signal Energy Analysis on Histogram

Project Methodology .

3.2.1
322
323
324

325

System Performance Parameters.

Wavelet-DCT code Development
Histogram Analysis and Thresholding code Development

Data Generation

Development of Intra-frame Coder in SIMULINK .
3.24.1 The Encoder
32,42 lLossless Coder
3.243 The Decoder
3244 System Performance Measurement Block .
3.2.4.5 Simulation Procedures

Development of Wavelet-DCT based Intra-frame Coder in

SIMULINK

3.2.5.1 Wavelet-DCT block Replacing DCT block
3.2.52 Intra-frame Coder with DWT&IDWT preamble

vit

18
18
18
18
20
20
22

22
23
23
25

28



CHAPTER 4: RESULTS AND DISCUSSION
4.1  Result and Discussion for CTI Input .
4.2 Result and Discussion for DTI Input .
4.3  Result and Discussion for Video Input

40
44
47
49

4.4  Analysis on Performance of Wavelet-DCT based Intra-frame Coder

CHAPTER 5: CONCLUSION AND RECOMMENDATION
5.1  Conclusion
52 Recommendation
5.2.1 Distributed Video Coding
5.2.2 Curvelet and Ridgelet Transform
5.2.3 Dual-Tree Complex Wavelet Transform

REFERENCES

APPENDICES . .
Appendix A. Default Intra and Inter Quantization Weighing Matrices
Appendix B. Statistical Result for Wavelet Selection
Appendix C. MATLAB Code for Wavelet-DCT
Appendix D. MATLAB Code for Data Generation .

viii

27

50
50
52
52
52
53

54

57
58
59
72
74



Figure 1.1
Figure 2.1
Figure 2.2
Figure 2.3
Figure 2.4
Figure 2.5
Figure 2.6
- Figure 2.7
Figure 2.8
Figure 2.9
Figure 2.10
Figure 2.11
Figure 3.1
Figure 3.2
Figure 3.3
Figure 3.4
Figure 3.5
Figure 3.6
Figure 3.7
Figure 3.8
Figure 3.9
Figure 3.10
Figure 3.11
Figure 3.12
Figure 3.13
Figure 3.14
Figure 3.15
Figure 3.16
Figure 3.17

LIST OF FIGURES

Source coder, channel coder, channel

J-level 2-D Wavelet Decomposition

Multiresolution Structure of Two-Dimensional DWT

2-D DCT Basis Function for N=8§

Laplacian Probability Density Function

Transmission Ordered Sequence

Display Ordered Sequence

Simplified Block Diagram of a Typical Video Coder
Conventional DCT based Intraframe Encoder

Zig-zag Sequence

Block Diagram Illustrating Decimation-In-Time (DIT) FFT
Block Diagram {llustrating Wavelet-DCT

Block Diagram Illustrating 2-D Wavelet-DCT
Development of 2-D Wavelet-DCT from 1-D Wavelet-DCT
2-D DWT obtained from 1-D DWT

Development of 2-D Wavelet-DCT

The full binary tree for 2-Level Wavelet Packet Transform
Histogram of DCT Coefficients

Histogram of Wavelet Coefficients

Plot of matrix A

Histogram of matrix A

Histogram Energy Contribution

Intra-frame Coder as Image coder

Block Processing

Intra-frame Coder for Video Input

DCT based Intra-frame Encoder

DCT based Intra-frame Decoder

Mean Squared Error Calculator

Peak Signal-to-Noise Ratio Calculator

ix



Figure 3.18
Figure 3.19
Figure 3.20
Figure 3.21
Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4
Figure 4.5
Figure 4.6
Figure 4.7
Figure 4.8
Figure 4.9
Figure 4.10
Figure 4.11
Figure 4.12

Wavelet-DCT based Intra-frame Encoder (Video)
Wavelet-DCT Block

Wavelet-DCT based Intra-frame Decoder (Video)
Inter-frame Coder with DWT&IDWT Preamble
Wavelet-DCT block Replacing DCT-block

Intra-frame Coder with DWT and IDWT preambie

PSNR vs. CR plot for Lenna Image

PSNR vs. CR piot for frame220

PSNR vs. CR plot for CTI (1" Approach)

PSNR vs. CR plot for CTI (2™ Approach)

PSNR vs. CR plot for frame251-frame250 (inverted colour)
PSNR vs. CR plot for frame221-frame220 (inverted colour)
PSNR vs. CR plot for DTI (1* A;;proach)

PSNR vs. CR plot for DTI (2™ Approach)

PSNR vs. CR plot for Video Input (1** Approach)

PSNR vs. CR plot for Video Input (2™ Approach)



Table 3.1

Table 3.2

Table 4.1

Table 4.2

Table 4.3

Table 4.4

Table 4.5

Table 4.6

LIST OF TABLES

Energy Contribution per Each Value

Cumulative Energy Approximated

Performance Comparison for DCT and Wavelet-DCT on CTI
(1* Approach)

Performance Comparison for DCT and Wavelet-DCT on CTI
(2™ Approach)

Performance Comparison for DCT and Wavelet-DCT on DTI
(1** Approach)

Performance Comparison for DCT and Wavelet-DCT on DTI
(2™ Approach) '
Performance Comparison for DCT and Wavelet-DCT on Video
(1™ Approach)

Performance Comparison for DCT and Wavelet-DCT on Video
(2™ Approach)

Xi



B-Picture
BR

CR

CTl
DCT
DFT
DT1
DVB-T
DWT
DWPT
FFT
FAFT
HDTV
{-Picture
ISO
IDCT
IDWT
JPEG
MPEG
MSE
P-Picture
PDF
PSNR
RGB
SDTV
TL
YCbCr

LIST OF ABBREVIATIONS

Bidirectionally predictive-coded Picture
Bit Rate

Compression Ratio

Continuous Tone Image

Discrete Cosine Transform

Discrete Fourier Transform
Discontinuous Tone Image

Digital Video Broadcasting

Discrete Wavelet Transform
Discrete Wavelet Packet Transform
Fast Fourier Transform

Fast Approximate Fourier Transform
High Definition Television
Intra-coded Picture

International Organization for Standardization
Inverse Discrete Cosine Transform
Inverse Discrete Wavelet Transform
Joint Photographic Experts Group
Motion Picture Experts Group

Mean Squared Error
Predictive-coded Picture

Probability Density Function

Peak to Signal Noise Ratio

Red, Green, Blue

Standard Definition Television
Threshold Level

Luminance, Chrominance blue, Chrominance red

Xii



CHAPTER 1
INTRODUCTION

Digital video has become an essential part in many aspects of life such as
business, health-care, education, entertainment, and others. Digital video
coder/codec is the module that compresses and decompresses a digital video signal
which is necessary as bandwidth is still a highly valuable commodity and utilization
of less memory is desired. Some applications of video codec are HDTV, DVD
movies, Video Conferencing, Distant Learning, Video Streaming, etc. The aim of a
video compression system is to reduce the amount of information of the picture

sequence and to be able to retrieve an acceptable visual quality.

The currently existing video codec standard used for such application is
MPEG-2. The intra-frame coder of MPEG-2 performs a DCT-based compression.
However, many studies claim that wavelet-based compression offers better
performance, Wavelet-DCT is an algorithm that able to provide a wavelet-based

compression while maintaining the backward compatibility on MPEG 2 architecture.
1.1, Background Study

A video codec is a device or program with the capability of performing
encoding and decoding on digital video signal. The word codec may be a
combination of: 'Encoder/decoder’ or 'compression-decompression algorithm'.

Figure 1.1 illustrates a typical model of a codec as part of communication system.

[ iieikaddid it Sourca CODEC — =" === ==«-—mm=== 1

]
Fomm——- Channel CODEC= =~~~ 1 H
'

Original_y Source > Channel """'"""— » Channel » Source p Decoded
Signal Encoder . m ) Decoder Signal

Figure 1.1  Source coder, channel coder, channel



In video coding system, a source encoder compresses (encodes) digital video
signals to a form that requires fewer bits than the original signal. The source
compressed signal is then further encoded by channel coder as an error protection
before it is transmitted over the channel. At the receiver, a channel decoder corrects
the transmission errors and source decoder decompresses the signal. If the
decompressed signal exactly matches the original signal, it is called lossless
compression. Meanwhile, most decompressed signals are distorted compared to the

original signal, which is called as lossy compression.

Discrete Cosine Transform (DCT) is the most commonly used transform
coding in video and image compression due to its benefits as listed:
o DCT coefficients are real-valued
¢ DCT has near-optimal energy compaction

o DCT computational efficiency is comparable to the FFT

JPEG2000 has introduced a wavelet-based image compression standard. It is
proven to have superior compression performance over baseline JPEG, which uses
DCT. This compression standard is designed for natural images whose intensity

level changes gradually, thus categorized as Continuous Tone Image (CTI).

Within a video coder, an inter-frame coder subtracts the current frame of
image with the reference frame to obtain difference image, which is categorized as
Discontinuous Tone Image (DTI). This difference image is fed into the intra-frame
coder, a still image coder that attempts to perform compression on spatial

redundancy.

MPEG-2, known as the digital entertainment TV standard, is a follow up
work from MPEG-1 when the need to have digital compression method for SDTV,
HDTV, DVB-T and other entertainment TV arose. Thus, ISO developed a second
standard known colloguially as MPEG-2 and officially as ISO 13818.



1.2. Problem Statement

Typical video coding system consists of an intra-frame and inter-frame
coder. Inter-frame coder performs subtraction to obtain the difference image of
current frame and previous frame. The aim of inter-frame coder is to reduce the size
of the individual image fed into intra-frame coder. Then, the. image which is

basically difference images are further compressed in the intra-frame coder.

Discrete Cosine Transform (DCT) is the transform that is most commonly
used in video coder due to its near-optimal energy compaction property. For CTI,
DCT as the transform coding works fine in compressing energy. However, it is not
the case for DTI that compose about 88% of ail the frame sequence. In [3], a
Wavelet-DCT algorithm was proposed as a new method in performing Fast DCT. It
utilizes wavelet transform to compute- DCT which then. includes a wavelet-based
compression within computation process of DCT coefficients. The feasibility study
of this algorithm was done by [1] particularly for intra-frame coder in video coding

application.

In video coding application, some parameters that determine the system
performance are compression performance {quantified by CR) and image quality
(quantified by PSNR). An intermediate-thresholding-capability introduced in this
Wavelet-DCT intra-frame coder is essential to provide good trade-off between both
parameters. This capability also further reduces the computationat complexity on top

of fast DCT implementation.

Wavelet-DCT based intra-frame coder can offer even more compression if
an. appropriate. threshold Jevel is chosen. In the previous study, the threshold level.
was chosen by means of trial and error method. In this project, an attempt is made to
equip the intra-frame coder with an algorithm that can automatically determine the

best threshold level in order to improve the system performance.



In addition, the previous study by [1] was conducted only using Haar
Wavelet as the basis. No study has been conducted to optimize the current
performance of Wavelet-DCT algorithm in video coding application. For this
reason, it is a necessity to investigate for the most suitable wavelet for difference

image to improve the performance of Wavelet-DCT intra frame coder.
1.3. Objectives

The interest of this project is to integrate a wavelet-based compression and at
the same time provide a backward compatibility to the existing MPEG-2 standard
and to further improve the compression performance. Thus, the objectives are as
listed:

e To develop the Wavelet-DCT algorithm in MATLAB.

e To develop a SIMULINK based full intra-frame video coding simulation, in
compliance with MPEG-2 standard.

e To observe and improve the compression performance of Wavelet-DCT
based intra-frame coder by study and analysis on Threshold Level (TL)
selection.

» To investigate the best wavelet type to compress DTI.
1.4. Scope of Study

o The intra-frame coder developed is a replica model from a typical video
coder.

¢ The input to the intra-frame coder is difference image (DTI) and/or natural
images (CTI).

o The project does not cover full video coder development, but only the intra-
frame codet.

¢ The DCT is applied to blocks of image samples 16x16 squares,



1.5. Chapter Organization

The report is organized into 5 chapters. Chapter 1 is an introduction of the
study which includes background study, prbblem statement, objectives and scope of
study. Chapter 2 provides an overview of the previous study on Wavelet-DCT based
Image Coder for Video Coding Application. It also discusses some theoretical
details on waveiet transform, DCT, MPEG-2 standard and Wavelet-DCT. Chapter 3
is an elaboration on the proposed techniques, steps taken to accomplish the
objectives and system performance parameters. Chapter 4 provides the discussion
and analysis of the result obtained from the simulation. Chapter 5 concludes the
whoie study of Wavelet-DCT based image coder for video coding application and

provides some recommendations.



CHAPTER 2
LITERATURE REVIEW

2.1. Wavelet Transform

A “wavelet” is a small wave, whose energy is concentrated around a point in
time/scale domain. Wavelet is very useful as a tool to analyze transient, non-
stationary, or time-varying phenomena on a signal or functions. Wavelet basis is
taken to represent a signal in the same way as Fourier series uses the sinusoidal

wave to represent a signal. The following are three main characteristics of wavelet:

1. Wavelet system is a set of building blocks to represent a signal or function
by two-dimensional expansion set.
The wavelet series expansion is denoted in terms of two indices, the
translation index % and the scales index j. The value k& enables the basis
function to specify the signal at different points of time. While the value ;
stretches or shrinks the basis function and controls the resolution of the
signal representation.

2. Wavelet expansion provides time/scale-frequency localization of the signal.

3. The calculation of the coefficients from the signal can be done efficiently

(Multiresolution Analysis).

For a signal with continuous variable, the continuous wavelet transform
(CWT) can be defined by:

Flab) = [7@w,, 0 va0=atwh e
While Discrete Wavelet Transform (DWT) can be defined by
FO= Y c®oe-0+Y Sd (kw@'t~k) 2.2)

femmtn j=0  k=—



Scaling function is given by () = Zh(n)«/f(o@t =n), neZ (2.3)

Wavelet function is given by w(t) = Y k(202 ~n), neZ (2.4)

For image processing, two dimensional DWT is employed. The wavelet
transform decomposes spatial image data according to its frequency row-wise and
column-wise. A single-stage 2-D wavelet transformation consists of a filtering
operation that decomposes an image into four frequency bands; CA,, CH;, CV; and
CDy. CA (scaling coefficients) contains lowpass coefficients for both row and
column pixels. CH (horizontal) contains lowpass coefficients for row pixels and
highpass coefficients for column pixels. CV (vertical) contains highpass coefficients
for row pixels and low lowpass coefficients column pixels. CD (diagonal) contains

highpass coefficients for both row and column pixels.

The decomposition process may be repeated for CA; component to produce

another set of four components (CAj.i, CHj+1, CVjr1, CDji).

CA.|CH-
CA, CH, CH,
Original transform L |CV:[CR:
Image v v
v, | CD, cv. | CD,
1-level DWT 2-level DWT

Figure 2.1 J-level 2-D Wavelet Decomposition

Multiresolution structure of 2-D wavelet transform is shown in Figure 2.2
Multiresolution structure of wavelet permits fast implementations to calculate the
DWT coefficients.
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Figure 2.2 Multiresolution Structure of Two-Dimensional DWT
2.2. Discrete Cosine Transform (DCT)

DCT has been the most popular transform for image and video coding
because of its effectiveness at transforming image data into a form that is easy to
compress and its efficiency on implementation to software and hardware, The
forward DCT transforms a set of image samples into a set of transform coefficients.
Then, the DCT of x(n} can be mathematically defined as:

N-1
C, () = a(t) Y. x(n)cos ZE 2.5)
n=0 2N
where a(O)—al— a(k)—‘[z 1<ksN-1 (2.6)
\[ﬁ s N s = .
1 N-1
From equation (2.5), for k=0, C,(0)=—=> x(n). Thus, the first

‘\/ﬁ n=({}
transform coefficient is the average value of the sample sequence. This value is also

referred to as the DC Coefficient. All other iransform coefficients are called the AC
coefficients {10].



The inverse DCT is shown as follow:

(2n ;;)kﬂ @7

x(n) = hf a(k)C _(k)cos

The DCT transforms a signal or an image from the spatial domain to the
frequency domain. Normally, the input image is divided into block of 8x8 or
16x 16 pixels and then transformed by using DCT. A two-dimensional DCT is used

in Image processing since image is 2-D in nature.

The 2-D DCT is a direct extension of the 1-D case and is given by

C. (u,v) = a(u)a(v)g jz: F(x,9) cos(g";—%’i) cos(@;Tl)"’i], 2.8)

For u,v=10,1,2,...,N -1 and a(u) and a(v) are defined in (2.6).

The inverse 2-D transform is defined as

feN=Y Y ewat)Ce) cos[ e A?””Jcos[@" > A‘}"”], 29)
=0 v=0

For x,y = 0,12,...N 1.

EILEIE TN
SRR R RIERRIRLM

miu mummm
L. ] LE 3N 3 m 4 I! LA 5
l%‘u&ﬁn. ;

— )

Figure 2.3 2-D DCT Basis Function for N =8

The histogram of transformed image coefficients (DCT coefficients) is
regarded to follow the Laplacian probability density function (PDF). However, for
Discontinuous Tone Image, the histogram of its DCT coefficients has wider width

(refer to section 3.4).
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Figure 2.4 Laplacian Probability Density Function

2.3. Overview of MPEG2

Motion Picture Expert Group is a working group of ISO/IEC in charge of
development of standards for coded representation of digital audio and video.
MPEG-2 is the standard for the DVD-format, digital television (DVB) and the AAC
audio format. However, this report concentrates on MPEG-2 part 2, ISO 13818-2

which defines the video coding standard.
2.3.1 Picture Reordering

Not all frames of a video sequence are coded in the same way. MPEG
identified three types of frames in a video sequence.
e I-Frames — coded without the reference to previous picture.
¢ P - Frames - coded with reference to the previous I or P-coded picture.
e B - Frames — bidirectionally coded pictures in its prediction. B pictures are
not used for predictions of future frames, and thus they can be coded with the

highest possible compression.

oo b

Figure 2.5 Transmission Ordered Sequence

10



Sequence repeats

w—p— Forward prediction
—¢— Backwaed prediction

Figure 2.6  Display Ordered Sequence
2.3.2 Interiace Sequence Support
MPEG?2 standard has an interlace sequence support. Interlacing is an old

analogue compression technique. In MPEG-2 a progressive sequence one frame is

one image. But in an interfaced sequence, a frame is actually two pictures interlaced

together with odd and even scanlines.
2.3.3 Colorspace Conversion

In MPEG2 standard, the YCbCr colorspace representation is used instead of
RGB representation. The colours are represented as luminance (Y), chrominance

blue, (Cb) and chrominance red (Cr).

The equations to perform conversion from YCbCr to RGB:

R=Y +1.402(Cr —127) (2.10)
G =Y ~0.34414(Ch —128) - 0.71414(Cr —127) @2.11)
B=Y +1.722(Cb-127) (2.12)

11



2.3.4 Block Compression

A typical video coder consists of three main sections; intra-frame coder,

inter-frame coder, and lossless coder (run length coder and entropy coder).

Stream
of bits

Figure 2.7 Simplified Block Diagram of a Typical Video Coder

An intra-frame coder works similar to the still image coder. A model of

intra-frame encoder is shown in Figure 2.8.

The input image for intra-frame coder is broken down to blocks of 8x8,
16x16, or 8x16 (In this project, input image is always broken down to 16x16
blocks). 2-D DCT will be performed on each block, followed by quantization of
DCT coefficients and entropy coding.

2-DDCT Quantization Run Length Huffman
- =P Coding = Coding [ To Decoder
Source image — 1 - 1
“ Quantization - Huffman -
. Table: Table

Figure 2.8 Conventional DCT based Intraframe Encoder

12



2.3.4.1 Two-Dimensional Discrete Cosine Transform

DCT is a transform domain coding which is mainly used to remove the
spatial redundancies in images by mapping the pixels into a transform domain prior
to data reduction. DCT has a good energy compaction property especially for natural
image (Continuous Tone Image). Most of the time, the DCT coefficients have high

values at low frequencies and near-zero values at high frequencies.
2.3.4.2 Quantization

The next operation is quantization of the 16x16 DCT coefficients using a
carefully designed Quantization Table. This is where lossy compression happens.
There are different Quantization Tables available for Continuous Tone Images (CTT)

and Discontinuous Tone Images (DTI).

CTI quantization or intra quantization weighing matrix table has a variable
step size for each coefficient in different spatial location (refer to Appendix A). This
quantization table assigns different quantization step for each spatial location based
on their degree of “importance”. DTI quantization table or also known as inter
quantization weighing matrix has a uniform step size. The quantized DCT
coefficients are rounded to integer values to ensure efficient implementation on

hardware.

After quantization, many coefficients are found to be zeros but only few
numbers of non-zero coefficients which are concentrated on the top left corner. At
the decoder, the quantized values are multiplied by the corresponding Quantization
Table elements to recover the original dequantized values. However, quantization is
a lossy process in which the dequantized values are very close to the original values

but they are not exactly the same.

13



2.3.4.3 Entropy Coder

After quantization, zig-zag reordering of quantized coefficients is performed

as shown in Figure 2.9.

Figure 2.9 Zig-zag Sequence

This ordering helps to facilitate entropy encoding by placing low-frequency
non-zero coefficients before high frequency coefficients. For natural images (CTI),
its reordered coefficients are preceded by non-zero values, followed by mostly all
zeros on the tail of the sequence. For difference images (DTI), non-zero values can
be also found on the top left side with larger area compared to CTL Thus, the

resulting sequence is similar to CTL

Upon zig-zag reordering, the coder achieves additional compression
losslessly by encoding the quantized DCT coefficients based on their statistical
characteristics. The baseline JPEG standard uses both Run-Length and Huffman
Coding.

o Run-Length Coding (RLC)
RLC is lossless method to compress sequential data. It works by counting the
number of adjacent elements/pixels with the same intensity level., Run-
Length Coding can be easily implemented in both software and hardware.

However, its compression ability is very limited.

14



o Huffman Coding
Huffman Coding is also a lossless compression technique that exploits the
input probabilities for the image. It is based on the fact that in an input

stream certain tokens occur more other than others
2.4. DWT-DCT Algorithm

DWT-DCT algorithm is a fast-DCT algorithm which utilizes DWT to
compute DCT. To better appreciate the concept of this algorithm, it is necessary to

review the fast Fourier transform algorithm.
2.4.1 Reviewing DFT and FFT

A fast Fourier transform (FFT) is an efficient algorithm to compute the
discrete Fourier transform (DFT) and it’s inverse. The sequence of N complex
numbers Xg, ..., X7 18 transformed into the sequence of N complex numbers X, ..., Xy
;1 by the DFT according to the formula;

N-l
XK1= «[mI,” k=012,..,.N-1 (2.13)

=

W, =e 2V (2.14)

DFT can be efficiently calculated using different FFT algorithms, one way is
using Radix-2 Decimation in Time (DIT) variant of FFT.

Figure 2.10 shows the block diagram of the last stage of length-8 Radix-2

DIT FFT. The input data are separated into even and odd groups before going
through a length-4 DFT block.
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Figure 2.10 Block Diagram INustrating Decimation-In-Time (DIT) FFT

2.4.2 DWT-based DCT and Its Approximation

The structure of DWT based DCT is very similar to the classical FFT. Figure
2.11 shows the block diagram of the last stage of the length-8 DWT-based DCT.

This diagram is an equivalent comparison to Figure 2.11.
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Figure 2.11 Block Diagram IHustrating Wavelet-DCT

The matrix factorization for DCT using Haar/Daubeschiesl wavelet can be

written as [3]:
0

C 0 I 0
Cc, =8, ""* Nz ) H, ,nef{0l,..,N/2-1} (2.15)
’ (“1) INIZ

Where C, is the NxN matrix, H, is the NxN matrix 1 level Haar
wavelet matrix, J, is the NxN identity matrix, and B, is the NxN cross

diagonal butterfly operation matrix defined as:
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B, =[B" B'] (2.162)

N
COS(_) 0<ks< -1
B ={ 0 k=2 (2.16b)
ke 2
_COS[_]‘P Niick<n-1
2
_ N
cos(”(N "))_p 0<kst -1
B ={ 1 k=2 (2.16c)
cos z(N k) N 2
2N SHI<k<N -]

The approximation of DWT based DCT comes when thresholding scheme is
employed. Thresholding_ happens to the DWT coefficients in which the values that
are considered “uﬁimportan ” can be threshold by setting them to zeros. Hence, the
DCT coefficients obtained at the far end is an approximation. When threshold level

is equal to zero, the result is the same like a normal DCT coefficients.

The implementation of this fast DCT is apparently equivalent to normal fast
DCT. On top of it, the intermediate thresholding capability increases the speed of
this algorithm by approximating the DCT coefficients. Thus, the algorithm is also
known as Fast Approximate DCT. The art of it is to selectively decide the threshold
level that can result in a much faster process and still retrieving an acceptable

approximation.
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CHAPTER 3
METHODOLOGY

This chapter includes the elaboration of proposed techniques to achieve
objectives of the study. It also covers the steps and methods taken throughout the

whole project and the system performance parameter.
3.1. Proposed Techniques

This section elaborates the techniques of Wavelet-DCT algorithm, threshold

level selection and wavelet selection.

3.1.1 Wavelet-DCT Algorithm
Wavelet-DCT is a new way to compute Fast DCT via wavelet transform.
3.1.1.1 2-D Wavelet-DCT
It is necessary to perform thresholding on 2-D wavelet coefficients The 2-D

Wavelet-DCT block developed is a modification of the 1-D Wavelet-DCT which is

performed twice (row-wise then followed by column-wise).

e B
=15 s "
w 5
v = & [z 5
= —F g & [x
© 2 M &
= [} E 1. O
il L] & FIOR =
@ n m ey (&
25 ——t & RS
e e [
i a H7 a
—_ | o
.
—_—

Figure 3.1 Block Diagram IHlustrating 2-D Wavelet-DCT
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Figure 3.2 Development of 2-D Wavelet-DCT from 1-D Wavelet-DCT

= matrix of input image

= Haar Wavelet matrix

recombining matrix = Bn*Cyp*lyy  (refer to equation 2.15)
= 2-D Haar Wavelet matrix

= 2-D length-N DCT coefficients matrix

<~ O W =g &
I

Y = RW(RWX)
= RWX'W'R'
= RWX'WHR (3.

opwr LIV toowr |
(row-wise) H t | fcolumn-wise) H
; i I 2-DDW
! ! ! coefficients
¥ ok *
wX Wy w{wz)

Figure 3.3  2-D DWT obtained from 1-D DWT
D=WwWXY
=WX'W' (3.2)
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Figure 3.4 Development of 2-D Wavelet-DCT

Substitution (3.2) into (3.1) gives: ¥ = RDR' (3.3)
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3.1.1.2 J-level 2-D Wavelet-DCT

An attempt was done to include J-level 2-DD DWT within the computation. The Wavelet-DCT algorithm is further expanded. The 2-

level Haar wavelet transform can be written in the following matrix:

[Hm ] u, (3.4)
IN.’"

The Fast DCT using 2-level DWT can be written in the following equation:
Chs

I
B C N/4 . H
CN =BN[ NP2 I } N4 C [ (_I)HINI‘;J [ N/2 I ]HN (3.5)
Ni2 Ni4 N2

-7
Cyia D1y,

3.1.1.3 J-level 2-D Wavelet Packet-DCT
Wavelet packet system allows a finer and adjustable resolution of frequencies at high frequency. Input data are first filtered by pair

of filter h and g (lowpass and highpass respectively) and then downsampled. The same analysis is further iterated on both low and high
frequency bands.
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Figure 3.5 The full binary tree for 2-Level Wavelet Packet Transform

The 2-level Haar wavelet transform can be written in the following matrix:

Hy,s :l
H (3.6)
I: Hy s Y

The Fast DCT using 2-level DWT can be written in the following equation:
CN 4

1
B C N/4 H
CN=BN]: N/2 5 ] N4 c |: (_l)"IN/J I: N2 HN,JHN G.7)
NIZ NI4

D"
CNM e
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3.1.2 Threshold Level Selection Algorithm

Wavelet-DCT owns an  intermediate-thresholding capability. When
thresholding of wavelet coefficients takes place, the result of it is an approximation
of DCT coefficients. The question is how to determine the correct threshold level

(TL) which led to a better system performance.
3.1.2.1 Investigation on Singularity Detection Using Wavelets Modulus

On an image, the discontinuities of intensity values indicate the location of
object contours/edges. These singularities, which can be characterized by Lipschitz
exponent, are necessary to be preserved because singularity contains “important”

information especially in difference images that is rich in high frequency.

[2] has proved that the local maxima of the wavelet transform modulus detect
the locations of singularities and they also provide numerical procedures to compute
their Lipschitz exponent (the order o). The order o can give the understanding of how
much information is carried by the local maxima of a wavelet transform modulus.
Meyer proved [ref] that the local maxima of wavelet transform modulus do not
characterize uniquely a function. However a numerical algorithm is able to

reconstruct a close approximation of the original signal.

| WF(s,x)|< A, 5% (3.8)

Initially, the attempt was to obtain the Lipschitz a in order to locate and
characterize the singularities of a difference image. Both the location and the order a
were to be used to compute the energy. They were expected to provide information

to determine the apt threshold level for the Wavelet-DCT based intra-frame coder.

However, the theory of singularity detection with wavelet and the numerical
procedures to compute Lipschitz exponent requires a higher degree of understanding

in wavelet transform and mathematics.
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3.1.2.2 Histogram Analysis

Histogram is a statistical representation of a set of data in a form of a bar
chart where each entry/bin in horizontal axis corresponds to the coefficient value and

the vertical axis correspond to the number of occurrence.

The investigation of both histograms of DCT and wavelet coefficients led to
the development of Signal Energy Analysis on Histogram of wavelet coefficients.
The technique of signal energy analysis is then employed on Threshold Level (TL)

selection and best wavelet type selection.

3.1.2.2.1 Histogram of DCT Coefficients

Most image and video coding standard use a block based 2-Dimensional DCT
or an approximation to it as part of the coding algorithm. The knowledge of the
statistical behaviour of the DCT coefficients is important in the design of such
encoder algorithms. The distribution of DCT coefficients is conjectured fo have
Gaussian, Laplacian or more complex distribution. Among these, the Laplacian

distribution is probably the most popular, and used in practice [6].

The following figures show the distribution of DCT coefficients for both
Continuous Tone Tmage (CTI) and Discontinuous Tone Image (DTI).
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Figure 3.6 Histogram of DCT Coefficients
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3.1.2.2.2 Histogram of Wavelet Coefficients

The following figures show the distribution of Wavelet coefficients for both
Continuous Tone Image (CTI) and Discontinuous Tone Image (DTI) using Haar

wavelet.
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Figure 3.7 Histogram of Wavelet Coefficients
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3.1.2.2.3 Signal Energy Analysis on Histogram

The attempt to determine the apt threshold level that achieves as much
compression as possible while restraining the error brought the research into signal
energy analysis of the image. Retained energy signal is closely related to the error.

Consider the following set of data/coefficients:

.ug-=u=-=-=|~

0 Ly |
% 8 W o7 W W

bl
L

bl

Figure 3.8  Plot of matrix A

Signal energy can be computed using the following formula:

For continuous signal: E, = II a(r)|? dt (3.9)
N

For discrete signal: E =)|Am[ (3.10)
i=0

Et = (1+1+)+(1)P+ QP +(©0P+@P + @ + (5P + (@) + (@)’ +
(@7 + (3)* + (1) + (0) + (0)> + (0)* + (0)* + (0)* + (3)° + (0)* + (0)°
Et =109
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Histogram of the signal A is shown below:

L st i L L AL
Coefficiont Value

Figure 3.9 Histogram of matrix A

Energy contribution of each coefficient can be computed as:

Table 3.1 Energy Contribution per Each Value

Coefficient Energy

Value Contribution

0 7x(0)°=0

1 5x(1)y°=5

2 1x(2) =4

3 3Ix(3)° =27

4 3x (4)" =48

5 1x(5)°=25
Total 109 = Et

The author assumes that it is necessary to retain at least 90% of the total
signal energy. Therefore, the remaining 10% of the total signal energy will be
dropped by setting the values to zero. The coefficients to be threshold are the
coefficients whose values are near zeros. Thus, thresholding is basically performing

an approximation to these near-zero values.

The first 10% energy contribution is cumulatively computed from the

smallest coefficient value:
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Table 3.2 Cumulative Energy Approximated

Drop coefficients with value Cumulative energy approximated
0 0/109 = 0%
0,1 (0+5)/109 = 4.6%
0,1,2 (0+5+4)/109 = 8.26%
0,23 (0+5+4+27)/109 = 33%

From the table, a threshold level (TL = 3) is determined. That is, any
coefficients with value less than the threshold level will be set to zero. In this case,
after thresholding all coefficients with the value below TL = 3, the energy retained is
100% - 8.26% = 91.74%.

Figure 3.10 Histogram Energy Contributions

Since wavelet transform is able to represent signals sparsely, the selected
percentage to be retained is chosen to be 99.9%.

3.1.3 Wavelet Selection
Histogram energy analysis is used to determine the best wavelet types to
represent difference images (DTI). The wavelet employed in the previous study was

merely Haar wavelet. An investigation was done to determine which wavelet type is

the best to represent a difference image.
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The best wavelet is wavelet that can represent a DTI with less high-valued
coefficients and more near-zeros-valued coefficients (smaller width). Hence, more

pels can be threshold to zero, and therefore more compression.

Wavelet selection was done by statistical approach. From each wavelet
coefficients, it is observed which wavelet is able to represent 90%, 80%, and 70%

energy signal with the least number of coefficients.

DWT coefficients using various type of wavelet were obtained. Some wavelet

types that are tested are: dbl, db2, db3, db4, sym2, sym3, sym4, coifl and coif2.

The observation was performed on 420 blocks (16x16 block). Preserving
90% of total energy in each block, 288 blocks (68.57%) are best represented by
Haar/db1 wavelet. Preserving 80% of total energy, 246 blocks (58.57%]) of all 420
blocks are best represented by Haar/dbl wavelet. And 244 blocks (58.09%) is best
represented by Haar/dbl wavelet, preserving 70% of total energy. The complete

statistical result can be found in Appendix B.

29



3.2  Project Methodology

This section discusses the steps and methods taken to code the Wavelet-DCT
algorithm and histogram energy analysis, build the MPEG-2 simulation and select
the types of wavelet.

3.2.1 Wavelet-DCT code Development

Rewriting simplified form of equation (2.15),

Cy=B,CyudyHy sne {01, N/2-1} (3.11)

H,, the l-level Haar Wavelet matrix of length-16 is obtained from the
forward DWT function “fwdDWTN.m” from [1], [5]. A half size DCT matrix C,;,,
is coded by borrowing MATLAB function “dctmtx.m”. The permutation matrix 7,

is coded in m-file using “eye(N)” function. The butterfly matrix B, is written in m-

file based on equations (2.16). Verification of equation (3.2) is done by taking the
summation of absolute error between the result of Wavelet-DCT and the actual DCT
coefficients obtained from dctmix(16). These codes are compiled in a function called
“fadct.m”. Based on equation (3.11), recombination matrix is coded in an m-file

named “recombination.m”

From equation (3.3), it is known that 2-D DCT coefficients (¥) can be
obtained from computation of 2-D DWT coefficients (#). The codes to obtain 2-D
DCT coefficients through 2-D DWT coefficients are written in m-file function
named “fadct2.m”. All components are obtained from the same way like “fadct.m”
except for the 2-D Wavelet matrix which is obtained from function
“fwdDWTN2.m”. Function “fwdDWTN2.m” computes 2-D wavelet coefficients and

it is developed based on equation (3.2).
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Based on equation (3.6), the m-file function “fwdDWTN2.m” is then
equipped with J-level 2-D wavelet-transform within the computation. The m-file
function “fwdDWPTN2.m” is also developed based on equation {3.8) to allow access
to J-level Wavelet Packet coefficients. 1t is then integrated into the fast DCT
algorithm in the m-file function “fadctWP2.m”.

The Wavelet-DCT algorithm is then integrated into the simulation of intra-
frame coder in SIMULINK using embedded-MATLAB function block.

3.2.2 Histogram Analysis and Thresholding code Development

In the implementation on block compression for intra-frame coder, the
optimum percentage of energy retained is chosen to be 99.9%. The signal energy
analysis through histogram is coded in m-file function “histA.m” with its inputs are
the wavelet coefficients matrix and percentage of energy dropped. The function
“histA.m” results in a value of Threshold Level (TL). Then, TL value is fed into the
m-file function “threshold.m” to perform hard-thresholding on matrix of wavelet

coefficients.
3.2.3 Data Generation

Multimedia file like natural still image is a type of CTL This type of images
can be inputted to the system directly. However, a difference image (DTI) is obtained
by subtraction of one frame with its reference frame. The two frames from a video
file can be obtained by using MATLAB code, as documented in Appendix E. The
video file with reordered frames can be obtained from the MATLAB code

“frame_reordered.m”
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3.2.4 Development of Intra-frame Coder in SIMULINK

SIMULINK and MATLAB are the tools used to develop a full intra-frame
video coding simulation. The initial step was started from the Video and Image
Processing Blockset for video and image compression in SIMULINK demo. From
which, the simulation of intra-frame video coding was then developed. The

intraframe coder was built and simulated as illustrated in Figure 3.10.
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The compression of 16x16 blocks (encoder, Run-Length, Huffiman coding,
and decoder) takes place inside the block processing. The matrix viewer “Original”
visualizes the input multimedia file while the decoded output is displayed on the

matrix viewer “Decoded”.

This project attempts to simulate the Intra-frame coder of MPEG2 standard.
There are 3 types of frames; Intraframes (I-frames) and Non-Intra Frames (P-frames
and B-frames). -

First, the RGB colour space is represented by YCbCr. In the PAL system, the
luminance bandwidth is normally SMHz and the bandwidth of each colour
component is only 1.5MHz, because the human eye is less sensitive to colour
resolution [7]. Therefore, the input for intra-frame coder is the luminance of a
difference image which is then broken into blocks of 16x16. For video input, the
picture reordering and colorspace conversion are coded in an m-file function

“frame_reorder.m”. Then the input video is fed into the Multimedia Source

subsystem.
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3.2.4.1 The Encoder

Figure 3.12 shows the blocks within the encoder which includes 2-D DCT,

quantization and zigzag scanning.
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Figure 3.14 DCT based Intra-frame Encoder

The pixel intensity values normally lie in the range of 0-255. If this block is
directly passed to 2-D DCT block, the AC coefficients will have a range of -1023 to
+1024 and DC coefficient will range between 0 to 2040 which requires 11 bit signed
integer [7]. Therefore, prior to DCT, the intensity values are subtracted by 128 which
then shifts the DC coefficient in the range of 0 to 2535.

The DCT coefficients are quantized using standard quantization table (Intra
Quantization Table for CTI and Inter Quantization Table for DTT) and then rounded
to ease the computation with only integer values. Next, zigzag reordering is
performed on the AC coefficients using vector selector block which is then

concatenated with the DC value to form a long sequence of integers,
3.2.42 Lossless Coding

Run-Length Coding and Huffman Coder are implemented into SIMULINK
using an embedded-MATLAB function. The code for Run-Length coding “rle.m” is
borrowed from [11]. The modified code for Huffman Coding “enHuff06.m” and
“deHuff06.m” are borrowed from [1], [12]. Both encoding and decoding process are
performed-in the Lossless Coding biock.
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3.2.4.3 The Decoder

'The decoder is an inverse process of its encoder. The long sequence of

integers are reordered (de-zigzag scanning), multiplication with the respective

Quantization table, 2-D IDCT and addition of pixel intensity values with constant

128.
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Figure 3,15 DCT based Intra-frame Decoder

3.2.44 System Performance Measurement Block

SIMULINK blocks are used to construct the system performance parameters
based on section 2.5, equation (3.12), (3.13), (3.14), (3.15). CR/BPP calculator

indicates the compression performance while MSE/PSNR calculator indicates the

quality of reconstructed image.
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Figure 3.17 Peak Signal-to-Noise Ratio Calculator
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3.24.5 Simulation Procedures

Multimedia file (image or video source) is inputted into the system to
perform intra-frame coder compression. To perform still image compression,
“mpeg_16byl6.mdl” is run. For CTI, set the input for reference frame to
“black.bmp” (matrix of all zeros). For DTI, set the input for reference frame to the

respective reference frame.

To perform intra-frame video compression, “mpeg2Video 16byl16.m” is run.
The frames of video file are first reordered using an m-file “frame_reorder.m” which
is then inputted to the system. It is important to ensure that input multimedia source
is dividable by 16x16 block.

3.2.5 Development of Wavelet-DCT based Intra-frame Coder in SIMULINK

Two techniques are proposed to integrate wavelet-based compression on the
intra-frame coder. The first approach is to replace the 2-D DCT block with Wavelet-
DCT block and equip it with Histogram Analysis block that automatically determines
the TL for each 16x16 block. The second approach is to perform a wavelet-based

compression outside the intra-frame coder.
3.2.5.1 Wavelet-DCT block Replacing DCT block

The Wavelet-DCT blocks employs embedded-MATLAB function block. The
simulation includes 2-D DWT (fwdDWTN2.m), Histogram Energy Analysis
(histA.m), Thresholding (threshold.m) and Recombination (recombine.m) to obtain
DCT coefficients.

To choose the threshold level (TL), Histogram Energy analysis is performed
to every 16x16 block of DWT coefficients. The energy preserved is chosen to be
99.9% of total energy within the block. After TL is obtained, the DWT coefficients
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are pruned using hard thresholding scheme. For most cases, the low frequency

subband of DWT coefficients is always preserved due to its high valued coefficients.
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Figure 3.18 Wavelet-DCT based Intra-frame Encoder (Video)
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Figure 3.19 Wavelet-DCT Block

Since the reordered video frames consist of both CTI and DTI, both type of
quantization table are available in the coder depending which frame is processed.
Even though the encoder employs Wavelet-DCT algorithm, it does not change the

decoder part complexity as the algorithm provide the backward compatibility to the
existing architecture,
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Figure 3.20 Wavelet-DCT based Intra-frame Decoder (Video)

3.2.5.2 Intra-frame Coder with DWT and IDWT preamble

DCT based intra-frame coder with preceding DWT&IDWT is basically a
conventional intra-frame coder preceded by DWT performed on the whole image,
thresholding of DWT coefficients, and IDWT to obtain back the scale domain

coefficients,
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Figure 3.21 Inter-frame Coder with DWT&IDWT Preamble
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3.3  System Performance Parameters

There are some important parameters used to quantify the performance of the
intra-frame coder. The parameters are: Bit Rate/ Bit per pixel (BR/BPP),
Compression Ratio (CR), Mean Squared Error (MSE), and Peak Signal-to-Noise
Ratio.

BR is the average number of bits per each pixel in the encoded image, while
CR is the compression ratio obtained from the encoding process. Both parameters

can be mathematically represented as:

N,
BR = ~=(8bit, 3.12
Nﬂ( is)  (3.12)
N, _
CR=—° 3.13
N (.13)

c

Where N is the number of byte in the compressed sequence while N, is the

number of byte in the original image.

MSE is the square of the error of the output, which makes the output differ
from the original value. PSNR is the ratio between the maximum possible power of a
signal and the power of corrupting noise that affects the fidelity of its representation.
Both parameters are used as a measure of quality for reconstruction in image

compression. They are mathematically represented as:

1 m-1 11 . o
MSE =— |16, )~ KG, ) (3.14)
mn gy =
max{I}’ max{/}
PSNR =101 —— | =201 3.15
0310( USE ] ng(m) (3.15)

Where m is image vertical length and » is its horizontal length. / is the
original image while X is the decoded image. max{I} is the maximum pixel value

which is 255, since a pixel is represented by 8-bit value, ranging from 0 to 255.
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CHAPTER 4
RESULTS AND DISCUSSION

This chapter shows the outcome of the simulation conducted in accordance to
methodologies discussed in the previous chapter. The simulation was carried out for
CTI, DTI and video input each using two proposed approach. The discussion and

analysis are based on the system performance parameters; compression ratio and
PSNR for image quality.

I* Approach:

Figure 4.1 Wavelet-DCT block Replacing DCT-block

2" Approach:

DTI  1-level DWTRIDWT preamb

[ 3
*

Figure 4.2 Intra-frame Coder with DWT and IDWT preamble
4.1. Result and Discussion for CTI Input
The intra-frame coders using 2 different approaches were tested using few
standard test images from [13]. Besides the standard test images, frames from video

vipmen.avi (CTI) were also tested to verify the reliability of the results. Some
simulation results of the images are shown as follow.
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1" Approach: Replacement with Wavelet-DCT block

e Simulation on Lenna.bmp (512x512)

[ :| —e— Conventional
:T Hlevel-WDCT [99.9%]
0
%
%)
| o
iu
=%
g
-
‘ 2
I n
| =0
\ =
| = ~.
‘ 0 5 0 15 20 » %0
CR

Figure 4.3 PSNR vs. CR plot for Lenna Image

e Simulation on frame220 (160x112)

—a— Conventional
* - Tevel-WDCT [99.9%]

PSNR

RRNBEELBERRHYBRE 2N S

|

| 4 e ] : 4

o El o 16 0 FJ 30
CR

Figure 4.4 PSNR vs. CR plot for frame220
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e Simulation is run on 280 images and the average of all PSNR for each

respective CR is plotted on the following graph.

Table 4.1 Performance Comparison for DCT and Wavelet-DCT on CTI (1%

Approach)

DCT Wavelet-DCT

PSNR CR PSNR CR

41.13 1.186 41.06 0.8497
32.86 5.086 33.37 4.694
3234 5.547 30.81 7.358
29.7 9.143 294 9.313
26.33 15.55 26.4 15.56
25.24 18.66 24.95 19.78

PSNR vs. CR for CTl (Wavelet-DCT)

e
LS

40 Q\I —4— Conventional
™ \ - Tlevel-WDCT [99.9%]
36 \
& \
g u \&
EE" | |
| W, |
30 \n_\ .
28 S~
\
(=]
26 S
24 : .
( 0 5 1 15 20 2% 0 3 40
|
CR [

— — ]

Figure 4.5  PSNR vs. CR plot for CTI (1* Approach)

Even though the individual simulation on Lenna image and frame-220 shows
improvement in performance at lower CR, the simulation of many CTIs does not
verify the improvement. The plot shows that both lines fall on almost the same
points.
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2™ Approach: with Preamble of DWT&IDWT

e Simulation is run on some images and the mean PSNR for each respective

CR is plotted on the following graph.

Table 4.2 Performance Comparison for DCT and Wavelet-DCT on CTI (2™
Approach)

DCT Wavelet-DCT
PSNR CR PSNR CR
40.78 0.9657 35.22 06118
36.77 3.507 32.34 3.588
32.89 4.691 31.59 4.553
31.34 6.446 30.85 6.171
28.91 10.87 28.14 11.46
272 14.29 26.9 15.24
25.11 20.41 25.44 20.27
23.99 25.1 24.32 25.24
23.29 2947 23.44 30.17

| PSNR vs. CR for CTI (with DWT preamble)

4 o - — — — R
39 \ —e— Conventional

a7 & —=— flevel-WDCT [99.9%]

Figure 4.6 PSNR vs. CR plot for CTI (2™ Approach)

The plot shows that the performance of 2™ Approach is worse than the
conventional one at lower compression. However, when it reaches compression ratio

of 15, the turquoise line shows improvement on its performance.
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4.2. Result and Discussion for DTI Input

1" Approach: Replacement with Wavelet-DCT block

¢ Simulation on frame251-frame250 (160x112)

]

| —
PSNR
BUREERBUBES2NEEGENE

Figure 4.7  PSNR vs. CR plot for frame251-frame250 (inverted color)

¢ Simulation on frame22 |-frame220 (160x112)

O —_—
: —— Conventional
: = Tlevel-WDCT [98.9%]
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“
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:
»
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=
‘ ’ﬂ s 10 18 b m—;. ; l-ﬂ -I.G rﬂ L]

CR

Figure 4.8 PSNR vs. CR plot for frame221-frame220 (inverted color)



e Simulation is run on 280 images and the mean PSNR for each respective CR

is plotted on the following graph.

Table 4.3 Performance Comparison for DCT and Wavelet-DCT on DTI (1¥
Approach)

DCT Wavelet-DCT
PSNR CR PSNR CR
52.25 1.757 47.33 2.275
50.87 5.221 46.52 6.268
47.59 10.65 45.40 10.64
45.43 15.50 44.55 15.23
44.10 19.82 43.49 20.90
42.29 25.26 42.49 25.31
41.49 30.17 41.59 30.37
40.95 34.43 40.90 35.24
39.40 40.47 39.90 40.74
39.18 45.30 39.22 45.66
36.66 51.03 37.83 51.33
35.47 54.05 37.47 55.41

PSNRvs. CR for DTI (Wavelet-0CT) 'l‘

“— Tlevel-WDCT [39.8%)

<Rt

%
| 0 5 10 15 20 25 30 35 40 45 50 55 60|
CR

Figure 4.9  PSNR vs. CR plot for DTI (1* Approach)

The individual plots show some marginal improvement at high CR. These
results are verified by the plot on figure 4.7 whose performance is worse than the
conventional one at lower compression. However, when it reaches compression ratio
of 30, the pink and black line are closely aligned and at higher compression

(CR>40), improvement on its performance can be seen clearly.
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2™ Approach: with Preamble of DWT&IDWT

e Simulation is run on some images and the mean PSNR for each respective

CR is plotted on the following graph.

Table 4.4 Performance Comparison for DCT and Wavelet-DCT on DTI (2™
Approach)

DCT Wavelet-DCT
PSNR _ CR PSNR CR

52.22 0.9158 211 0.9133
44.16 5.164 44.17 5.167
40.91 10.38 40.91 10.37
39.61 15.16 39.75 14.69
38.83 20.18 38.96 19.19
38.24 24.15 38.05 25.67
37.69 30.68 37.69 30.68
37.52 35.42 37.52 35.70
36.87 4148 37.36 39.82
36.64 46.19 37.20 44.14
36.46 49.5 36.79 50.62
35.70 55.00 36.42 53.65
35.23 59.34 36.21 57.81

PSNR vs. CR for DTI (with DWT preamble) :
53 — e

51 —— Conventional [ |
® —=— flevel-WDCT [99.9%]

|
| -
|
|
|
|

@ 5 10 15 20 25 30 35 40 45 S0 55 60|
\ CR

Figure 4.10 PSNR vs. CR plot for DTI (2™ Approach)
The plot shows that its performance is worse than the conventional one at

lower compression. However, when it reaches compression ratio of 15, the turquoise

line shows marginal improvement and even better at higher compression.
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4.3. Result and Discussion for Video Input

When video is fed as multimedia source, both CTI (I-frame) and DTI (P-
frame and B-frame) are included in the sequence of frames. Both quantization tables
are used accordingly.

I* Approach: Replacement with Wavelet-DCT block

Table 4.5 Performance Comparison for DCT and Wavelet-DCT on Video (1*
Approach)

PSNR

Figure 4.11 PSNR vs. CR plot for Video Input (1¥ Approach)

49

47

43
41
38
a7
a5

33

DCT Wavelet-DCT

PSNR CR PSNR CR
48.01 1.428 44.45 1.696
44.9 4.921 43.11 4.859
41.65 9.961 41.01 10.17
39.72 14.57 39.74 14.23
38.02 19.55 37.98 19.73
36.67 24.7 36.55 24.65
35.18 30.01 35.42 29.96
33.57 34.89 33.57 35.16
33.45 39.45 33.45 39.85
32,12 45.22 32.12 45.33

PSNR vs. CR for Video (Wavelet-DCT)

L] 20

47

25
CR

30

35
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2™ Approach: with Preamble of DWT&IDWT

Table 4.6 Performance Comparison for DCT and Wavelet-DCT on Video (2™
Approach)

DCT Wavelet-DCT

PSNR CR PSNR CR
49.93 0.925 48.78 0.853
44.46 3.094 43.07 3.52
41.90 5.069 41.65 5.044
40.37 7.183 40.28 7.114
38.51 10.478 38.36 10.588
37.13 14.986 37.18 14.80
36.08 20.226 36.26 19.406
35.39 24.340 35.30 25.584
34.81 30.438 34.84 30.578

PSNR vs. CR for Video (with DWT preamble)

: ®
| 0 ~a— Conventional
| 48 —5— flovel-WDCT [99.9%]
|
i 48
% 44 .
E @ |
40 |
| a8 1
" |
\ 34 |
0 5 o 5 20 25 30 35 40
CR

Figure 4.12 PSNR vs. CR plot for Video Input (2™ Approach)

On the 1*' Approach, the plot shows worse performance at lower compression
ratio. And on the 2™ Approach, the graph shows that both lines fall on almost the

same points.
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4.4. Analysis on Performance of Wavelet-DCT based Intra-frame Coder

Both approaches to integrate a wavelet-based compression within MPEG-2
intra-frame coder do not show remarkable improvement in its performance.
However, for some cases, wavelet-DCT based intra-frame coder shows marginal

improvement at high compression ratio.

Besides the two approaches, some other techniques have also been tested.
Those techniques include J-level Wavelet Packet based DCT and using Wavelet
transform as the transform coding without recombination to DCT coefficients.

Nevertheless, these techniques do not offer improvement in performance.

There are some reasons that contribute to the under-performance of Wavelet-
DCT based intra-frame. The focus of the project should not be too restricted with the
objective to provide backward compatibility. If wavelet-based compression is
performed, the other blocks that precede or follow the wavelet transform block
should have some adjustments in order to maximize the compression capability. The
other reason is that a Discrete Continuous Image (DTI) has already had very smail
amount of information in it. Thus, additional spatial-based compression on this type
of image is inflexible. Another thing is that wavelet transform, like in JPEG2000, is
usually performed on the whole image at higher level (level 4 or 5), not on a small
block of 16 byl6. Wavelet Transform has more contribution fo compression if a

proper way to losslessly encode the wavelet coefficients is employed.

Wavelet transform can provide an optimal representation for many signals
containing singularities. The key to the sparsity is that since wavelets oscillate
locally, only wavelets overlapping a singularity have large wavelet coefficients while
other coefficients are small. However, in spite of its efficient computational
algorithm and sparse representation, the wavelet transform suffers from four

fundamental shortcomings [14]:
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Oscillations

Wavelet coefficients tend to oscillate positive and negative around singularities
which complicates singularity extraction very challenging. The conventional
wisdom that singularities yield large wavelet coefficients is overstated.

Shift Variance

A small shift of the signal greatly disturbs the wavelet coefficient oscillation
pattern around singularities. In video file, most of the frames in sequence are
almost the same only experience small shift.

Aliasing

Substantial aliasing become a hindrance to the forward and inverse transform,
leading to artefacts in the reconstructed signal.

Lack of Directionality

1t greatly complicates modelling and processing of geometric images like ridges

and edges.
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CHAPTER 5
CONCLUSION AND RECOMMENDATION

The last chapter of the report contains two sections; conclusion and
recommendation. The conclusion reviews the objectives of this project followed by a
brief discussion on methodology and the result obtained from the simulation. The
recommendation states some suggestions on possible areas to be delved in for image

and video compression field.

5.1 Conclusion

A full intra-frame coder has been developed in compliance with the MPEG?2
standards. The intra-frame coder employs 16x16 block processing. The internal
blocks of the simulation are built on SIMULINK except for some blocks (Wavelet-
DCT and lossless coding) which are coded in MATLAB m-file. The algorithm to
selectively determine the threshold level by signal energy analysis of histogram has
been developed in MATLAB and integrated onto the simulation. A statistical
investigation to find the best wavelet for DTI has been done and it proves that

Haar/Daubechies] wavelet offers the best representation for DTL

Different types of images are used as test images; DTI and CTI. Video files
that comprises of both CTI (I-frame) and DTI (P-frame and B-frame) were also
tested. Two approaches were used in the attempt of performing a wavelet-based

compression and maintaining the backward compatibility of MPEG2 performance.

When image is fed as the input, the performance of Wavelet-DCT based
intra-frame coder is inferior at low compression ratio, bui it shows minor
improvement at higher compression ratio. The 2™ approach using preamble
DWT&IDWT shows marginal improvement starting from a rather low compression

ratio and it increases towards higher compression.
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However, when video file is fed as an input, the performance of both
approaches does not show reasonable improvement at various level of compression

ratio.

A discussion on why Wavelet-DCT based intra-frame coder does not perform
as expected has been elaborated in the previous chapter. The objective to provide the
backward compatibility has been a restriction to improve the video coder
performance. More adjustments should be employed to the other blocks

preceding/following the wavelet-based compression block.

Wavelet transform is able to perform efficient computation and represents
signals in a sparse matrix. Even so, it suffers from four fundamental shortcomings
which have been further discussed in the previous chapter. One possible solution that

able to handle such problems is to employ complex wavelet transform [14].

5.2 Recommendation

For future work on image and video compression, these are some suggestions

of possible fields to delve in.
5.2.1 Distributed Video Coding
A distributed video coding attempt to specify classes of frames and it
determines whether it is necessary to perform inter-frame coding or to skip the
process.

5.2.2 Curvelet-and Ridgelet Transform

The ridgelet transform was introduced as a new muitiscale representation for

functions on continuous spaces that are smooth away from discontinuing afong lines.
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The transform is invertible, non-redundant and able to be computed via fast

algorithm [15].
5.2.3 Dual-Tree Complex Wavelet Transform
The dual-tree complex wavelet-transform is enhancement to the DWT with

important additional properties: It is nearly shift-invariant and directionally selective

in two or higher dimensions [14].
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Appendix A. Default Intra and Inter Quantization Weighing Matrices

Qc_lexl6 = [16 14 11 11 10 12 15 18 22 27 35 41 47 52 56 61;
14 13 12 12 12 14 16 19 23 30 41 4% 52 55 57 58;
12 12z 12 13 13 15 18 21 24 32 46 57 58 59 57 55;
i3 13 12 13 14 17 20 24 2% 37 49 58 &1 &3 59 55;
14 13 13 14 15 18 22 27 34 42 51 5% 64 67 61 56;
14 14 14 16 18 21 24 30 33 48 5% 68 70 72 65 58;
14 15 16 18 20 23 27 34 43 55 ¢ 8L 79 77 6% 61:
15 17 18 21 25 29 34 41 50 63 80 92 89 85 75 665
17 19 20 26 31 38 46 53 60 71 90 162 99 95 84 73;
1% 22 24 31 38 46 54 61 &7 783 96 108 106 103 92 80;
22 26 30 38 47 53 5% 65 73 82 96 106 108 108 98 87;
27 33 38 47 56 61 65 72 79 88 99 107 111 113 103 83;
3% 45 52 59 67 72 76 82 90 98 108 115 1lle 116 107 97;

61 70 78 82 86 8% 92 97 104 108 109 110 110 110 105 100;
72 81 91 93 95 96 97 102 108 110 104 100 102 103 1C1 993,

Intra Quantization Matrix

0d l6x16 = [16 16 16 16 16 16 16 16 16 1le 16 16 1l 16 16 16;
16 16 18 16 16 16 16 16 18 16 16 16 16 16 16 16;,
16 16 16 16 16 16 16 16 .16 1le& 16 16 16 16 16 16;
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16;
16 16 16 16 16 16 16 16 16 16 1i6 16 16 16 16 16;
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16;
16 16 16 16 1ie 16 16 16 16 16 16 16 16 16 16 16;

1l 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16;
lé 16 16 16 & 16 16 16 16 16 16 16 16 16 16 16;
lé 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16;
16 16 1l6 16 16 16 16 16 16 16 16 16 16 16 16 16;
16 16 16 16 i6 16 16 16 16 16 16 16 1le 16 16 186;

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16;
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16];

Inter Quantization Matrix
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Appendix B. Statistical Result for Wavelet Selection

Summary
Wavelet Selection (preserving 90% energy)
Number of
P db1 db2 | db3 db4 sym2 | sym3 | symd | coift | coif2
wavalet
224-1220 39 14 4 1 14 4 11 7 9
121-£20 60 7 0 0 7 0 2 2 2
1151150 44 13 0 0 13 0 9 4 4
151-1150 53 7 2 2 7 2 8 3 5
f121-f120 43 10 3 4 10 3 9 3 4
£251-£250 49 13 2 2 13 2 13 5 6
Total 288 64 11 9 64 11 52| 24 30
% 68.57 | 15.24 | 2.62 214 11524 {262 {12.38 | 5.71 7.14
Wavelet Selection (preserving 80% energy)
Number of
| dbrt db2 db3 db4 | sym2 |sym3 | sym4 | coift | coif2
wavslat
1221220 39 18 4 3 18 41 14 6 8
f21-£20 49 15 4 1 15 4 8 2 5
f151-f150 33 17 1 3 17 1 15 5 9
f151-f150 48 10 3 3 10 3 14 8 7
121-£120 36 13 6 6 13 8 15 3 6
f251-f250 41 20 3 3 20 3 16 5 10
Total 245 93 21 19 93| 21 82 27 45
% 58.57 | 2214 514524 | 22.14 51952 | 6.429 { 10.71
Wavelet Selection (preserving 70% energy)
Numbser of
e tas | db1 db2 db3 dos | sym2 | sym3 | sym4 | coift | coif2
wavelet
221-220 38 17 8 7 17 8 16 8 10
f21-f20 50 17 5 4 17 5 14 6 4
151-f150 34 17 4 3 17 4 19 6 11
151-f150 45 13 1 7 13 1 19 10 9
f121-f120 36 23 6 8 23 6 18 6 10
2511250 43 19 5 6 19 5 15 9 14
Total 244 106 29 35 106 29| 101 45 58
% £8.1 [ 2524 16,905 | 8.333 | 25.24 | 6,905 | 24.05 | 10.71 | 13.81

* For each block, it is possible to have more than 1 best wavelet.
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Preserving 90% energy within the 16x16 block

12214220 Number of DWT coefficients (preserving 90% ansrgy) Mini‘:nur‘r::Il
L]
16x16 tlock dbi gb2 | db3 | dbd sym2 sym3 symd coifl coif2 cr;"f;ici;nts
{1,1} 22 22 26 25 22 26 20 18 20 13
{21} 28 23 27 30 23 27 21 2 20 20
{3.1} 57 51 53 96 51 53 50 56 51 &0
4.1 32 | 41 44 1 48 4t 44 38 42 4 32
5.1} 48 | 404 441 43 49 44 42 43 45 42
{6.1} 56 B0 B85 B5 50 65 53 54 82 52
[tA)] 16 14 18 18 14 18 18 18 17 14
{12} 10 15 22 28 15 22 17 19 19 10
2.2} 28 25 22 18 25 22 20 1) 19 18
3.2} 56 | 50| 481 51 50 46 52 57 53 48
{42} 57 52 58 50 52 58 58 59 57 52
{52} 12 18 19 22 18 19 15 15 15 12
{6.2) &5 55 62 B7 55 62 54 55 54 54
{r.2} €8 65 68 £6 85 686 63 73 67 63
{1.3} 44 51 65 &7 51 65 48 53 51 44
{2,3} 18 16 17 i7 16 17 i2 12 12 12
{3,3} k] ar 43 44 ar 43 40 39 40 34
{4,3} 26 3 33 32 Xl a3 26 25 25 25
{5,3} 41 41 41 41 41 41 37 35 35 35
6,3} 59 49 54 59 49 54 B84 &7 66 49
7.3} 21 29 3 33 2% N 33 32 33 21
{14} 24 42 62 76 42 62 42 48 52 24
{2.4} 68 B4 79 85 64 78 65 &6 687 64
{3 4} 8 i3 24 20 13 24 12 16 18 8
{4.4} 16 21 24 28 2t 24 23 25 24 18
5.4} 23 3 36 43 3t 36 33 35 M 23
&4} 47 47 M 48 47 44 48 49 49 - A4
7.4} 78 67 ral 80 67 71 74 72 72 &7
{15 48 51 53 51 51 53 53 54 55 48
{251 40 43 £0 54 43 &0 38 40 40 .38
{35} 71 T0 73 72 70 73 71 68 il 68
{4,5) 24 28 3 34 28 3 29 30 30 24
{5,5) 64 58 | 66 56 58 55 55 59 56 55
16,5} 46 42 44 50 42 44 48 48 47 42
{7.5} 33 28 28 s 29 29 35 35 38 29
{1.6} 36 40 85 73 40 55 49 52 85 36
2.6} 37 ] 41 46 ] EO 41 48 35 41 43 a7
{36} 58 £8 83 86 58 -x] 57 81 58 57
{4,6} 85 &4 72 £9 84 i2 Fal 75 75 64
{5.6} 65 €0 2] £5 €0 80 58 Bt 60 58
{66} ar 32 35 28 32 35 33 33 32 32
{76} 28 30 33 a3 30 33 28 28 28 28
{17} 19 48 81 90 48 81 51 70 70 18
2.7} 72 78 84 83 78 84 75 77 78 12
3.7 28 37 59 &7 37 59 44 53 53 28
{47 20 23 35 45 23 35 30 31 32 20
{57} 13 13 17 23 13 17 17 18 18 13
6.7} 17 18 20 24 16 20 22 b4l 24 16
a.7 84 68 77 79 66 77 64 69 66 64
{18} f A g 15 4 g 5 3] 7 1
2.8} 45 7 99 | 106 71 biit) 77 87 85 45
B8 75 &9 75 a2 69 75 74 12 73 69
{48} 21 A7 79 7 47 75 50 &7 74 21
£5,6} 15 35 61 a2 35 81 41 51 52 15
6.8} 20 44 73 8g 44 73 52 €5 a3 28
{76} 51 55 85 70 55 65 55 59 59 51
{191 19 18 22 27 18 22 25 25 27 18
{2.9% 45 51 52 54 51 52 49 52 80 45
{39} 49 B4 69 3:) B4 &8 51 49 50 49
{4.9} 51 40 52 86 40 52 55 63 89 40
{58} a7t a0 ] 3| 72 49 ] 51 54 57 3y
6.9} 40 46 58 57 46 58 45 48 48 40
{79} 34 58 92 100 58 92 66 78 80 4
15,10} 4 12 22 29 12 2 12 18 19 4
{2,10} 14 43 76 45 43 Ki:) 45 80 61 14
{310} 15 38 £8 B0 38 €8 42 56 58 15
{410} 18 81 85 25 51 a5 53 73 73 18
{5,10} 24 4 68 Fi:] 44 €3 47 57 59 24
{6,10} 47 Kl a7 88 1 87 70 78 7 47
{710} a2 48 74 34 48 T4 £8 70 73 32
Number of dbt db2 | db3 | db4 [ sym2 | sym3 | symd | cofft | coif2
OCCUTeNce as
the best wavelet 39 14 4 1 14 4 1 7 ]

60




61

121720 Number of DWT coefficients (praserving §0% enargy) Minimurm
numper of
16x16 block db1 db2 | db3 | db4 sym2 sym3 symd coifl coif2 coefficients
{113 24 35 45 44 35 A6 33 32 38 24
{21} 4 ] 9 12 k) ] 5 -] -] 4
31} 20| 46| 82| 8 46 82 45 51 54 29
{41} 55 &3 73 74 53 73 71 73 i 55
{511 84 73 78 73 73 76 Kl H &7 &7
{6,1} 25 57 95 105 57 95 a5 75 80 25
{71} 62 87 79 78 87 78 €5 7 7% [:¥]
(1,2} 5 71 12 13 7 12 g 10 11 5
22} 19| 4ot 72| 88 46 72 47 60 62 18
32 70 82 89 85 82 89 Al 89 71 68
4.2} B4 72 87 picc] 12 87 76 40 19 64
{521 65 a8 73 a2 68 73 72 72 73 65
82 46 | ez} 86| @ 62 86 64 73 72 46 |
a2 25 50 71 87 50 il 59 68 7t 25
1.3 21 18] 25| 34 18 25 30 34 33 18
{23 20 B 50 56 33 50 22 33 a5 20
{3.3) 68 72 89 83 72 a9 85 87 86 69
{4.3} 3 g 17 27 9 17 10 i3 14 3
{53} 27 50 72 81 50 72 45 84 58 27
{6.3} 78 B85 87 101 88 97 96 o4 92 76
{73} 84 g2 1 1m 111 82 11 88 a7 95 84
1143 52 85 Ea) 74 €5 7 71 Fi] 76 52
{24} 18 44 75 87 44 75 45 59 &1 19
{34} 22 56 85 98 56 85 B0 70 73 22
{44} 21 39 52 61 3g 52 40 43 45 21
15,4} 47 54 61 64 54 81 59 59 €1 47
{84} 56 58 61 63 59 &1 B2 €4 &6 £6
{741 38 €9 102 105 68 102 75 83 g5 38
{15} 23 28 36 48 28 36 37 38 42 23
{25} 49 50 60 63 50 60 52 55 55 49
13,5} 49 50 &0 &1 50 80 55 80 58 49
4,5} 57 61 87 72 61 &7 69 68 69 57
15,51 35 38 413 48 39 43 38 43 42 35
{8,5} 54 B4 ar 88 54 67 53 55 53 53
7.5} 28 58 bl 110 58 98 64 83 82 28
{1,6} 30 42 57 61 42 57 44 43 45 30
{26} 33 42 57 82 42 57 42 a7 47 33
13,6} 18 22 24 24 22 24 20 21 22 18
{456} 27 28 N 34 28 M 28 3t 3 27
{56} 57 57 &1 85 57 61 53 58 L) 53
&5 63 84 70 69 B4 70 58 85 57 EL]
{7 6} 53 -] 7 at £6 77 85 €9 i2 53
{t.7} 17 36 63 4 38 63 40 52 53 17
2.7} 241 58 | o1 | 108 59 91 62 80 8z 24
3.7 19 a5 €0 85 35 &0 36 47 £0 19
4.7} 42 44 L] &7 44 60 55 87 58 42
{57} 65 74 26 &6 74 88 88 87 67 B85
(N4 54 70 =] o4 70 88 4 77 a1 54
{n kL] a7 48 48 37 48 44 48 45 EXd
{1.8] 28 % 3 42 28 34 28 30 31 26
{28} 17 18 24 30 18 24 21 24 22 17
{3,681 18 17 24 E) 17 24 24 30 28 15
{481 24 24 34 37 24 kL 3 39 ] 24
{581 27 25 28 30 25 28 26 33 28 28
{6.8]1 34 a7 38 43 37 38 38 40 39 34
{78} 7| w| # [ M 34 4t 38 38 g a4
{1,981 M 61 a8g 92 &1 89 68 ez 82 34
2.9} 4 g 13 ie g 13 [:] 16 16 4
3.8} 49 49 54 52 49 54 54 54 52 49
4.9} 21 22 24 33 22 24 29 26 30 21
15,9} 9 12 16 18 12 16 12 11 12 ]
6,9} 39 40 50 54 40 50 40 45 44 39
7.9} 53 86 B1 g8 66 81 T4 7 79 &3
{1,10} 5 12 18 23 12 18 14 15 17 5
{2,10} 37 47 57 &8 47 57 39 40 40 37
{3101 48 54 84 61 54 64 50 53 81 46
4,10} 11 a7 a8 89 37 23] A 55 57 11
15,10} 13 a3 &0 a5 3 80 33 49 50 13
) 16,10} 23 32 43 43 32 43 28 32 3 22
{710} 24 41 g9 71 H 59 45 58 57 24
Number of dbt db2 | db3 | dbd | sym2 | sym3 | symd | coift | o2
oGCUrence as
the best wavelet 60 s [¢] o} a 2 2 2



62

11511150 Number of DWT coeficiente (preserving $0% energy} Minirmum
number of

1616 block db1 db2 | db3 | dbd sym2 sym3 symd coif! coif2 coofficlants
{34} 4t 35 37 44 35 7 35 33 36 a3
2.1} 27 3% 42 a6 EL:] 42 & 35 35 27
311 58 53 58 &0 53 58 61 64 &3 53
{41} a8 73 | 104 { 115 73 104 76 88 85 38
5.1} 44 46 50 52 48 50 H 37 35 M
6,1} 62 53 12 18 53 12 54 57 58 53
{71} 83 89 71 70 89 71 87 70 67 63
{12} 59 &4 7 83 &4 7 80 70 [al 84
22 55 50 54 58 50 54 56 50 55 50
3.2 64 86 59 58 86 59 B1 57 58 57
{42} 32 40 48 53 40 48 B 42 42 32
152} 43 47 58 7 47 59 51 55 56 43
{82} 80 18 74 76 73 Fi:] 73 81 74 73
{72 3 74 o1 103 74 91 85 91 80 73
{13} 66 8¢ 85 101 a0 88 i) &4 86 66
{23} 17 24 ) 35 24 3 20 21 24 17
33 78 79 85 89 79 85 79 78 B0 76
4.3 101 ge | 93! 98 80 93 100 103 103 )
5.3} 83 77 83 87 77 83 84 88 B84 77
{6.3} 45 47 58 ] 85 A7 59 49 52 53 45
{73} 54 | 56} 84| &8 56 84 50 57 51 50
{143 65 | 721 8t 80 72 81 71 ] 75 85
{2.4} 43 47 48 56 47 48 47 48 50 43
{34} 87 89 76 82 89 78 8 78 76 a7
{44} 10 13 19 23 13 19 15 16 18 10
54} 41 41 42 42 41 42 25 # 27 25
{6.4} 31 34 a3 30 34 33 24 28 23 23
{741 48 43 44 45 43 44 42 43 42 42
t1,8 32| 2 20/ 34 28 29 33 35 36 28
{2.5} 37 46 50 82 45 50 39 41 42 37
{35} 78 85 90 a7 85 80 79 %) 82 78
{45} 48 44 50 56 44 50 48 48 47 44
5.5} 20 22 22 24 22 22 28 20 32 20
6,5} 28 32 32 34 32 32 28 25 25 25
7.5} i8 33 38 39 ek} 38 34 a3 32 32
{1.6} 37 53 59 58 53 59 47 51 51 37
2.6} 22 23 25 30 23 25 21 23 24 21
3.6} 58 S8 83 65 59 63 64 65 86 58
(4.6} 6% B3 84 70 863 B4 70 78 73 63
{56} i\ 63 75 7T 89 75 B85 68 68 B5
8,6} ar 33 ar 7 33 ar 34 38 34 33
{76} 24 34 37 38 i 37 28 28 28 24
15 3 34| 45| 46 3 45 36 7). .38 34
{27} 81 82 85 85 | B2 85 78 79 &80 78
2.0 28 64 102 115 54 102 70 85 88 28
{41 48 59 73 79 59 73 58 54 63 48
{57} 40 33 47 51 38 47 48 51 50 38
{671 ] 12 14 15 12 14 14 14 16 ]
{7.7} 25 a1 €0 84 Ll €0 43 44 48 25
1.8} 43 &8 114 121 88 114 85 £9 99 43
{2,8} 32 39 4% 54 38 49 40 44 44 32
{3,8) 50 55 75 78 55 75 60 63 63 50
{4,8) 57 58 &9 vl 58 69 64 62 64 57
15,8} 54 55 65 68 55 65 668 85 698 54
.0} 68 64 65 70 64 85 54 54 56 54
.8} 61 83 w1 8 68 76 il n 74 i1
1.9} A4 52 58 85 52 58 45 51 51 44
{2.9; 48 57 70 72 57 70 53 58 58 48
3.8 24 34 40 45 34 40 37 3z 36 24
{49 58 64 77 83 64 7 76 rfi 78 58
{69} 40 71 105 | 106 il 108 79 oL 83 40
{6.9} 28 | 50 a1 102 50 hi | 58 73 78 28
{8 33 63 | 101 ] 108 83 hlul 68 86 80 33
{1.10) 17 48 80 | 10 48 80 52 69 68 17
2,10} 61 &2 79 83 82 78 70 7 Ni:] 61
2.0 18 38 62 82 39 62 44 54 57 16
{4,10} 55 81 80 60 61 80 56 61 81 85
{5,10} 48 54 87 65 54 67 50 50 50 48
{610} 42 59 B8 | 105 50 68 83 T2 73 42
{710} 47 47 49 &1 47 48 &5 868 56 47

Number of dbt db2 db3 db4 | sym2 | sym3 | sym4 | coift | coi2
ocCurence as
the best wavelet 44 ta 1} Q 13 L] 9 4 4




51150 Number of DWT cosfficients {preserving 80% energy) Minimum
number of
16x16 block dbt dbz | db3 | db4 sym2 syma syrnd caifl colf2 coefficients
1.1} 18 23 29 33 23 29 27 25 2g 18
2,1} 45 54 81 64 54 61 47 49 50 45
B4 34 48 63 7 48 83 45 48 50 34
4,1} 52 68 77 79 66 77 58 61 85 52 |
5.1} 85 48 58 7 48 59 53 62 61 48
6.1} 35 49 74 81 49 74 56 [l 87 35
7.1 37 54 ii:] 167 54 as 73 84 a7 37
1,2} 0 0 [} b 1] i} 0 0 0 ]
2,2} 14 21 48 88 21 48 31 42 43 14
3,2} 10 21 31 38 21 AN 23 28 27 10
4.2} 26 41 79 93 41 78 45 61 59 26
5.2} 27 62 % | 107 62 9 63 80 80 27
621 49 63 | o | o4 88 88 87 76 75 49
.2 25 65 108 119 ] 108 85 41 83 25
{1.3} 25 33 47 53 33 47 39 4“4 48 25
2,3 78 BS o2 | 102 85 o2 86 89 91 79
3.3 74 76 88 99 78 89 83 81 82 74
{43} 3 g 17 Vi 9 17 10 13 13 3
{53} 28 50 79 82 50 i) 49 61 62 29
{83} 66 &7 79 81 87 Fi:] B85 70 ] 85
7.3} az 89 108 | 117 89 108 75 B8 80 32
(1.4} 13 42 70 85 42 70 52 86 70 13
2.4) 17 4 88 83 43 68 42 53 54 17
13,43 20 35 49 48 35 49 41 43 46 20
4.4} 18 32 44 59 32 44 33 40 42 18
{5.8} 4 7 9 12 7 g 8 ] 8 4
6.4} 8 8 10 10 8 10 5 4 4
T4 55 81 71 72 61 Fal 57 63 63 58
{1.5} 24 20 25 a2 20 25 25 20 28 20
{25 a7 43 45 45 43 45 33 34 3z a2
{35} 42 44 46 49 44 46 41 45 45 4
{4.5} 48 50 53 54 50 53 43 44 45 43
{55} 36 28 39 39 39 39 30 3z 30 30
5 25 23 27 28 23 27 27 0 29 23
{7.5} 14 15 18 17 15 19 20 20 2 14
{1.6) 27 25 28 35 25 28 27 30 30 25
{26} 20 22 2% 27 22 26 23 24 24 20
{36} 86 | e2| 63l 60 62 63 5% 56 54 54
{4.6} 53 57 60 53 57 60 50 56 55 50
{5,6} 54 50 85 &7 50 55 43 49 45 43
6.6 39 38 37 a5 33 37 40 41 40 35
7.6} 25 23 25 26 23 25 25 27 27 23
{10 39 50 71 16 50 bl 50 53 56 39
27 33 51 74| e 51 74 53 58 80 33
B 65 74 B8 8B 74 86 73 8t 81 65
4.7} 21 28 M 41 28 4 25 23 24 21
5.7} 1 14 21 28 14 2 15 18 18 11
B0 5 6 13 13 3] 13 7 7 b §
.0 39 46 58 65 46 58 14 43 43 37
{1.8} 58 68 70 85 68 79 83 68 85 58
{2.8) 48 57 78 77 57 78 59 &5 65 48
3.8} 30 37 47 53 a7 47 37 40 42 30
4.8 96 93 97 95 83 97 89 84 87 84
58} 48 70 80 79 1] 20 56 75 78 48
{68} 37 52 75 89 52 75 55 84 65 a7
{7.8} 43 48 59 &7 48 59 56 60 60 43
{1.8} 23 H a7 54 3 47 29 33 34 23
{2,9} 64 £9 &8 71 ] 68 Fal 70 72 84
3.9} 58 &7 71 €8 67 7 ) n 69 58
{49} 3 k3l 31 v 31 1] 34 35 33 31
15,9} 30 35 41 47 35 41 31 32 33 30
6.9; 3 11 25 42 11 25 13 17 19 3
7.5 11 18 23 29 16 23 19 21 23 1
{1,108 5 12 23 34 12 23 14 17 18 5
210 a8 57 Iz 79 57 7 &4 12 73 38
{3,10} 42 53 B8 Il 53 68 43 47 46 42
{410} 49 59 82 58 5% 82 51 53 52 49
{5,10} 47 63 73 75 83 73 63 o7 88 a7
_ {810} 25 56 B89 50 58 89 53 89 72 5
{7.10} 25 3r 47 &1 37 47 38 44 42 25
Nurber of dbi db2 db3 db4 sym2 { sym3 | symd | coift caif2
acourence as
the best wavelet 53 7 2 2 7 2 ] 3 5
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#121-f120 Numbper of DWT coefficients (praserving 80% energy} Mini;:l:n;f
nul
16x16 block dbi dh2 | db3 | dbd symzZ sym3 symd coift cuif2 coaTﬁclants
.13 31 35 38 41 35 38 33 K 35 31
2.1} 69 73 72 66 73 72 72 72 71 66
3.1} 50 43 48 51 43 48 43 47 42 42
.1} 26 28 37 44 28 37 38 42 45 26
5.4} 39 38 42 50 39 42 44 45 45 39
&1 48 48 58 &5 48 58 47 52 48 47
(7.1} 91 99 | 102 93 99 102 B4 87 84
1,2} 21 24 23 2 24 23 28 28 27 21
2,2} 28 24 26 28 24 6 28 30 29 24
(3.2} 75 69 63 73 B9 &8 69 70 70 (]
4.2} 52 52 52 50 52 52 50 52 49 49
{5.2} 56 83 63 83 63 g3 49 52 52 48
6.2} 84 bal 12 &7 71 72 74 75 76 64
.2 28 28 29 25 26 29 23 26 22 22
4,3 25 38 53 B5 38 53 40 48 46 25
23} 86 73 B8 89 73 86 7% 77 81 €6
33 40 46 55 61 46 55 44 51 49 40
{43} 34 34 35 3 34 35 35 38 35 34
{5,3} 49 50 51 56 50 51 50 53 52 49
{63} 58 49 49 52 49 40 51 57 52 48
7.3} 27 24 26 27 24 26 20 23 20 20
{14 30 as 45 50 38 45 45 48 48 30
24} 26 24 7] 45 24 34 35 M 37 24
3,41 23 25 32 35 25 a2 H 28 33 23
441 50 50 49 52 50 40 52 49 51 48
{54 36 37 42 48 37 42 33 35 35 33
{84} 66 70 79 75 70 | . 78 61 85 62 81
{T4 56 56 { 55 53 56 85 54 §5 54 53
{1.5} .32 34 43 44 3 43 37 38 38 32
{25} 52 58 77 84 58 77 58 84 61 52
{3.5} 54 50 53 58 50 53 568 53 52 50
4,5 66 80 81 69 89 81 77 78 79 66
5.5 67 ] 72 70 [::] 72 87 -] 88 66
&5 44 47 42 37 47 42 40 3 38 37
{F.5¢ 43 48 55 B85 48 55 48 54 54 43
{16} 56 52 85 70 52 65 59 60 62 52
26} 38 42 51 53 42 51 33 34 94 33
{36} a 41 55 63 41 65 38 4 42 37
(4.6} 56 56 74 75 56 74 52 58 58 52
{56} 47 48 89 64 48 59 45 48 51 45
16,6} 84 ] 73 74 69 73 70 74 73 B4
{76} ar 39 48 54 39 48 38 45 45 37
1,7} 28 30 54 55 39 84 39 42 43 28
&.n 73 75 72 65 75 72 72 €9 70 85
3.7} 40 45 80 87 45 60 51 56 58 40
“n 32 37 34 34 37 34 38 35 38 32
{571 81 82 87 85 82 87 81 80 a2 80
6.7} 33 58 87 97 58 87, &0 71 73 33
g.n 3 10 17 27 10 17 13 14 18 3
{18 18 50 B8 | 108 50 88 55 87 71 18
28} 49 58 70 74 58 70 82 84 86 49
13,8} 58 85 84 95 65 84 €6 75 77 58
4.8} 62 57 89 74 57 59 86 71 70 57
5,81 56 74 96 96 74 9% 63 72 70 56
16,8} 47 67 86 80 87 8 62 ] €8 47
7.8 15 46 gz | 107 45 82 49 63 87 15
1.9} 13 24 43 56 24 43 29 35 38 13
{2.9) 40 54 73 78 54 73 55 59 59 40
{35} 59 B4 78 84 64 78 59 84 84 59
{4.9} 66 57 63 74 57 63 62 1] 81 57
{5.9} 19 24 38 43 24 38 30 35 35 19
16,9} 28 40 44 48 40 44 43 47 47 28
7.6} 27 67 1 105 | 122 87 105 71 88 B2 27
{1.10} 1 4 ] 15 4 g 5 [ 7 1
{210} ki) 3 57 68 3g 57 45 50 52 39
310 45 64 81 75 64 81 56 62 &1 45
4,10} 44 68 88 77 68 88 70 70 73 44
{510} 60 64 74 75 64 74 62 67 88 80
BA0 27 57 oz 1 109 57 83 5 7 72 27
{710 47 52 56 59 52 56 58 &0 61 47
Number of dbd db2 db3 db4 sym2 | sym3 | symd | coift coil2
Qoccufanca as
the best wavelst 43 10 a 4 10 3 ] 3 4
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251-f250 Number of OWT coefficients {presenving 80% enengy} Mini&urg'
r
16x16 block db3 db2 | db3 | dod sym2 sym3 symd coift coif2 cl::ue'%clents
{14} 1] [1] 0 ¢] ] 0 1] o 4] [1]
2.1} 4 3] i0 12 -] 10 7 7 8 4
2.1} 24 a2 48 68 32 48 35 38 41 24
{4.1} 11 14 n 28 14 2 18 20 2l 11
{51} 28 30 58 63 k] §8 47 54 57 28
5,11 39 ] 48| 521 58 48 52 45 a7 48 38
LA 49 88 72 73 56 72 &5 67 74 48
{42} 22| 201 3o ) 44 26 38 a1 3 33 22
{2,2} 41 46 54 58 46 54 53 57 56 L3
{3.2} 84 76 85 92 76 85 78 86 82 78
{4,2} 12 12 17 28 12 17 18 17 18 12
52} 33 38 40 42 36 40 42 47 465 33
6.2} 41 61 9 {100 51 90 57 74 74 41
.2 49 82 :5] 7o 52 85 54 59 58 49
{13} 58 58 &9 78 58 69 - 83 €8 87 55
{23} 23 25 34 44 25 34 28 30 35 23
{331 44 54 61 60 54 61 46 49 47 44
{43} 15 20 33 43 20 33 20 22 24 15
{53} 2 13 16 15 13 18 8 7 a8 7
{631 3 37 45 52 37 45 4 46 44 35
7,3} 48 | 52 84 | 67 52 ] 80 63 66 46
11,4} 20 21 28 33 21 28 26 27 29 20
2.4} 37 48 59 61 48 59 43 41 42 37
{341 18 3 3 3t 30 3 27 7 28 18
{4,4} 43 44 50 52 44 50 43 45 45 43
{5.4} 44 45 66 73 45 65 58 B0 8¢ 44
{6.41 48 52 65 74 52 65 48 50 48 - 46
{7.4} 83 851 85 72 85 85 87 B4 83 72
{1.5} 40 54 74 83 54 74 52 63 84 40
2,5 46 55 | 76 55 71 58 61 63 45
2.5} 82 88 86 92 88 86 66 70 70 €2
{4.5) 53 44 45 48 44 48 44 48 48 44
{5.5) a3 28 28 28 28 28 28 30 27 27
{8.5} 22 19 19 20 19 hi] 20 21 20 19
{7.5} az 3 8 a7 kL) 38 k) 38 35 a2
{16 32 43 73 87 48 73 50 56 58 32
{26} 15 17 17 21 17 17 17 20 19 15
{36t 45 49 44 43 43 “ 33 37 34 33
{4.6} 43 44 46 50 44 46 40 41 3g 29
5.6} 18 17 19 22 17 19 17 18 17 17
{66} 28 24 25 35 24 20 27 a0 27 24
7.8l 24 24 28 28 24 28 23 23 23 23
1.7 g 10 10 1C 18 10 ] 8 8 5]
27 28 23 28 30 23 28 25 3 28 23
3.7 29 26 3 38 26 34 29 33 32 26
47 a7 <] 34 38 a3 34 35 38 35 33
15.7} ag 37 38 38 37 38 30 38 © 33 30
{671 26 24 26 28 24 26 28 29 27 24
n 34 Ll 44 42 41 A 32 24 33 32
{18} ] €4 91 % 84 La| 72 81 83 33
2,8} 53 72 96 | 103 12 %6 74 83 84 853
{3.8) 72 78 80 768 79 80 it 71 74 il
{4.8} 86 69 77 78 B9 7 it 72 a) 66
{58} 4 7 1 14 7 1 7 7 9 4
{581 19 19 21 26 19 21 21 23 22 19
{7.681 40 as 44 45 39 44 38 43 il ag
{1,981 18 25 32 38 5 a2 20 23 24 18
2,9 25 27 35 41 27 35 33 krg 38 25
3.9 47 &7 72 69 &7 72 &0 59 B¢ 47
{4,9} 30 43 62 &3 43 82 29 44 47 30
159} 26 50 80 98 50 80 3] i7 77 6
6.9} 30 40 60 87 40 &0 47 53 5t 30
7.9 19 42 69 80 42 B9 43 56 55 19
{1,10} 72 78 B84 23 76 a4 0 72 73 70
{210} 26 AN ar 39 3 37 34 33 34 26
{3,101 12 42 78 2] 42 78 45 ) 63 12
{410} 18 5 78 ol 56 78 52 64 &8 18
{510} 45 51 83 62 51 83 58 60 57 46
{810} 46 68 97 1 105 68 87 85 93 93 48
{7,106} 57 7 79 72 77 18 60 64 1] 57
Number of dbi b2 ab3 db4 symz | sym3 | symd { coift coif2
oCCUrBNCe as
the best wavalat 49 13 2 2 13 2 13 5 6




Preserving 80% energy within the 16x16 block
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1221.£228 Number of DWT cosfficiants (preserving 50% energy} Minl';m:gf
numbe
16x16 block dbi db2 | db3 | dbd sym2 sym3 sym4 coif coif2 coefficiants
{1.1} 12 15 16 16 15 16 14 3 14 12
2.1} 15 13 16 18 13 16 11 L3 12 11
3.1} 33 28 29 3 28 28 27 32 29 27
{41} 21 25 28 20 25 28 22 25 25 21
5,11 24 23 21 i7 23 2 22 24 22 17
{6.11 37 38 40 40 38 40 33 33 32 32
{1 10 ] 10 i1 8 10 10 11 11 9
{1.2} 7 g 14 17 9 14 g 10 10 7
{221 20 18 i5 i3 18 i5 12 12 11 1
{3.2} a2 2% 27 27 26 27 3 34 32 26
4.2} 34 30 32 34 30 32 3 33 31 30
{52} [ g i2 13 ] 12 :] 7 8 8
{8:2) 33 3 38 43 a1 38 3 32 31 31
7.2 43 a1 42 44 41 42 4 47 43 41
{13} 27 32 30 43 3z 39 25 33 k3| 27
2.3 12 12 12 11 12 12 ] 8 8 8
{330 18 20 24 26 20 24 2t 22 22 18
{4,3} 16 20 22 20 20 22 17 16 15 15
{53) 27 24 25 23 24 25 22 20 20 20
{53) 32 28 3 34 29 n 3% 37 7 28
{7.3} 15 17 19 18 17 19 20 20 21 15
{14} 18 2% 40 47 26 40 % 27 29 18
2,41 40 40 51 53 40 51 40 42 43 40
3.4} 4 g 17 22 g 17 7 10 12 4
4,4} 7 10 10 12 10 10 12 13 13
(5.4} 13 18 18 20 18 18 19 20 20 13
6.4} 26 27 23 23 27 23 28 2 28 23
.41 49 38 42 50 39 42 48 46 46 38
{1,5} 23 30 29 30 30 2 31 3 33 29
12.5) 18 2 28 33 23 28 18 2 2 19
3.5} 43 43 45 45 43 45 45 43 44 43
{4.5) 14 18 18 18 18 18 17 17 18 14
{5.5} 44 35 32 34 35 32 38 41 38 32
.5} 29 a5 28 28 25 26 27 28 28 25
{5 21 17 14 18 17 14 21 20 20 14
{18} 27 25 33 M 25 33 30 31 33 25
{281 21 24 29 32 24 29 2 24 24 21
{38} 33 32 38 39 3z 38 31 a3 32 3t
{48} 44 41 48 47 41 49 52 53 53 41
{5.6} 39 38 38 39 38 38 kL] 36 35 kL)
6.6} ol 18 18 20 18 19 17 19 18 17
7.6} 19 18 20 20 18 20 18 18 18 18
el 17 23 55 84 23 55 25 41 42 17
2.7 44 45 53 53 48 5 48 48 49 44
3.0 22 24 34 37 24 34 30 34 34 22
4.0 13 14 23 27 14 23 17 18 20 13
{57 7 7 8 10 7 8 8 ] 8 7
6.7 10 8 10 i3 [ 10 12 1 12 8
.71 42 47, 54 48 47 54 3g 43 41 39
{16} 1 2 8 1 2 -] 3 4 5 1
{2.8} 3 45 &8 74 45 ) 51 56 56 31
3.8 48 | M 49 53 41 49 46 45 48 41
| 14,8} 17 29 54 72 28 54 35 43 48 17
158} 12 18 4t 57 18 41 24 3z 33 12
{68} 18 2 46 58 22 45 28 38 a7 8
{7.8) 33 35 37 38 35 37 36 37 36 a3
{19} 11 11 14 15 11 14 16 15 17 11
)] 27 27 26 25 27 28 x 8 27 25
3 29 38 42 3B 39 42 28 25 27 25
{49) 33 26 a3 46 26 33 42 48 48 26
{59} 24 30 40 47 30 40 32 34 35 24
{6.9; 28 30 at 30 3¢ 3 28 28 28 28
7.9 27 38 62 72 39 62 4 50 50 27
{110} 4 5 14 20 5 14 7 11 11 4
{210} i3 19 51 67 18 51 23 37 38 13
{310} 3 2 45 56 22 45 25 35 a7 13
{4 10} 16 25 58 89 25 58 29 47 48 16
{5.10} 18 29 47 52 29 47 29 38 38 18
6,10} 35 46 58 57 46 59 Ll 45 45 35
{7.10} 27 3 48 56 kY 48 37 44 45 27
Numbser of dbt db2 db3 db4 sym?2 | sym3 | sym4 | colft caif2
oooumance as
tha best wavelet 39 18 4 3 1% 4 14 B 8




21420 Number of DWT coefficlents (presesving 90% energy) Minimum
nurnker of
16x16 block db1 db2 db3 dbd sym2 sym3 8ymd colf! colf2 coefficients
{11} 18 21 31 a2 21 e | 19 18 21 16
{21} 2 4 3 8 4 8 3 4 4 2
3.1 21 251 35| 48 25 3% 26 20 29 21
4,1} 30 36 42 43 35 42 41 42 41 30
{51} 59 50 52 46 50 &2 47 41 44 44
18,1} 19 33 61 Tl 33 )] 38 47 50 19
[tAN 48 45 47 44 43 47 42 48 47 42
1,2} 4 & B 9 5 8 [ 7 8 4
{22} 15 23 45 59 23 49 23 35 37 15
3.2} 43 51 58 54 51 88 43 43 44 43
4,2} 3% 4% 61 70 46 61 50 52 52 36
{52} 45 46 44 47 48 44 46 46 45 44
{8,2} 281 3 | 53 [ 57 36 52 36 43 41 28 |
7.2 18 28 4] 60 29 49 35 48 47 18
{43} i5 14 18 | 20 14 16 186 2 20 14
12,3} 14 20 a3 38 20 33 15 19 20 14
{3.3} 3B 43 57 59 48 57 53 55 54 36
{43} 3 4 1 18 4 i1 5 8 9 3
15,3} 20 30 43 58 30 49 30 35 38 20
{6,3} 54 58 64 58 64 62 68 54
{7.3} 52 &7 74 81 57 74 57 64 62 52
{1,4} 39 44 48 43 44 48 47 49 50 3ag
{2,4} 17 24 48 58 24 48 25 33 34 17
(3.4t 17 32 60 71 3z 60 37 46 47 17
4.4} 16 24 37 0 24 37 23 28 2g 16
€54} 29 28 38 42 .28 38 38 37 » 28
{64} 34 38 40 39 38 40 37 41 42 34
{74} 28 43 68 72 43 68 45 53 55 29
{1,5} 7 18 21 28 18 2 23 24 28 16
{2.5} 31 a3 25 37 33 35 32 33 3 3t
13,5 35 34 34 35 34 34 37 40 ar 4
4,5 a7 42 48 50 42 48 45 47 47 37
{5.5] 17 18 20 22 18 20 20 21 21 17
6,5} 3 38 41 40 38 41 3t 33 32 |
7.5} 3 38 83 73 38 83 38 50 51 23
{1,6) 19 24 38 40 24 38 25 25 25 19
2.6} 22 25 30 33 25 30 28 27 27 22
{36} 14 13 13 13 13 13 13 14 13 13
{4.6) 19 18 21 23 19 2 19 20 20 i8
{56} 34 32 35 37 32 38 32 33 33 32
6,8} kE] 40 45 48 49 45 ar 38 36 3%
{78} 33 8 44 49 38 44 a8 4 43 33
{1n 18 20| 43 [ 45 20 | 43 2 2 3 15
2.7} 21 33 &0 72 33 60 35 43 48 21
2.0 13 17 37 55 17 a7 13 27 28 13
{47 25 28 38 29 26 28 34 7 37 25
{571 4 47 57 56 47 57 43 43 43 41
7 as 47 58 81 47 58 42 46 47 38
{771 21 20 23 27 20 23 24 27 28 20
{1.8} 16 14 17 23 14 17 17 18 19 14
{2.8} 9 9 12 17 g 12 11 14 12 g
{38} 10 9 13 18 ] 13 13 17 18 g
{48} 14 15 22 p:] 15 22 18 23 22 14
{58} 19 19 19 19 19 19 17 18 17 17
{68} 22 2 24 27 21 24 23 24 23 21
{7.6} 2 19 22 pr] 19 22 21 21 21 18
{1.59} 30 42 63 42 83 45 55 55 30
{2,9) 3 5 8 9 5 5 6 [ 3
{3.9} at 30 33 35 30 33 33 31 a2 30
{493 11 1t 10 15 11 10 14 12 18 10
{59} 8 7 19 10 7 10 7 7 B -]
{6.9} 21 20 26 28 20 26 21 23 23 20
{759} 37 42 54 58 42 54 49 53 54 a7
1,10 ] & 12 17 6 12 ] 10 11 5
{2,103 17 23 3 33 23 31 18 21 20 17
{3,106} ] M 38 a2 34 38 28 3 28 29
{4,10} 19 15 46 83 18 46 21 35 a7 10
£5,10} 12 14 39 56 14 39 18 30 AN 12
16,10} 18 29 25 21 21 25 19 19 18 16
7,10} 15 24 37 a7 24 a7 26 a2 34 15
Nutnber of dbq db2 db3 db4 symz | sym3 { symd | coif coif2
octurence as
the best wavelet 49 15 4 1 15 4 L] 2 5
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f151-150 Number of DWT coefficients (preserving 94% energy) Minimum
number of
16x16 black dbt db2 1 db3 | dbé sym?2 sym3 symé colft waif2 coefficients
a1 27 21 23 26 21 23 23 23 22 21
2.1 16 20 27 31 20 27 20 21 21 16
a1l 37 | a2 32 3l 32 32 8 39 37 3
4.1 3 50 74 | 80 50 74 48 58 55 3
(5,13 2 24 27 28 24 27 15 18 17 15
©.1} 40 | 34 49 54 34 48 R 35 34 3z
{11 43| 431 43| 41 43 42 45 45 46 41
12 48 a0 a7 52 40 47 48 44 43 40
{22} 31 30 32 33 30 32 35 36 36 30
3.3 43 42 35 33 42 35 35 34 33 a3
4.2} 18 | 23| 29 33 23 28 20 22 23 18
{52 281 29 38 53 29 38 3z 35 35 28
&2 sS4 sof 401 46 50 49 42 48 43 42
o2 440 48 58 ¢ 68 46 58 53 59 58 44
{1,3} 43 52 66 67 52 88 52 85 57 43
{23} 11 15 20 22 15 20 12 13 14 11
(3.3 43 48 53 57 48 53 51 53 52 43
{4,3} 66 | 58 58 | 85 58 59 89 70 68 58
{53} 53 | 47 54 55 47 54 54 85 54 47
{63} 24 31 37 43 31 37 28 30 30 24
{7.3} 35 37 40 40 37 40 3z 34 30 30
{14} 40 | 48 85 50 46 55 48 45 47 40
2.4} 25 | 27 30 34 27 30 29 28 3t 25
34 41 46 48 52 48 48 kE] 47 46 39
4.4 4 5 a bl 5 8 [ 7 8 4
{54} 24 24 24 23 24 24 15 17 16 15
{64} 16 15 16 15 18 18 11 13 11 11
741 7 24 25 26 24 25 24 24 24 24
{15} 18 14 15 18 14 15 19 21 19 14
{25} 20 1 25 { 29 27 25 20 20 21 20 20
{351 49 53 57 54 53 57 52 53 52 48
{48} 19 22 23 28 22 28 22 24 23 19
{55} ] 9 7 8 9 7 12 12 12 7
.5} 16 19 18 hi] 18 18 14 12 12 12
{15t 2t 18 18 2t 16 18 1¢ hi] 18 18
{1.6} 27 | 36| 40| 38 35 40 29 33 3 27
251 11 10 12 14 10 12 12 12 12 10
(3.6 32 36 | a7 40 36 37 38 40 41 32
{4.6} 41 38 an 43 38 40 43 46 46 38
{55} 44 42 45 48 42 45 40 43 41 40
18,6} 22 17 1% 18 i7 18 20 22 19 37
.61 13 19 22| 23 19 22 14 14 14 13
{0 28 24 28§ 28 24 28 21 23 23 29
an 52 ) 54 55 54 54 55 52 L) 52 50
3,7 20 36 89 il 38 &8 39 53 55 20
{4.7} 29 39 | 49 51 39 49 36 39 k] 29
{57} 21 3 28 | 29 2 25 26 27 27 21
{67} 8 7 10 g 7 10 10 g i1 7
{in 19 26 28 44 pl] 3B 26 28 2 18
{18} 29 54 80 85 54 80 54 67, 87 28
2,8} 20 24 | 28 27 24 26 22 23 24 20
{38} 37 B | 431 43 K1z} 43 B 3 38 36
{4.8) 42 40 43 40 40 43 42 39 30 39
58 324§ 331 37 41 33 37 42 43 44 32
6,8 34 a5 | 35 ¢ 35 35 35 29 30 29 29
7.8 36 | 30] 45 | 49 3g 45 41 42 43 36
0.9 24 | 20| M 38 29 34 23 28 26 23
2,9 32 a7 | 47 47 37 47 3t 35 34 3
28 16 23 28 32 23 28 22 2 23 15
4,81 38 37 47 56 37 47 46 49 49 a7
{58 33§ 49 72 72 49 72 5t 83 62 33
6.9} 24 3z 58 68 32 58 35 44 46 24
7.8} red a7 69 78 a7 69 4t 52 55 27
{110 151 20! g5 68 20 55 26 42 42 15
2,10} 43 | 38{ a9 | 5 38 49 42 a7 46 38
{310} 2| 22 43 58 22 43 25 35 365 i2
{410} 38 40 38 35 40 36 34 38 a7 34
5,10} 33 M| 4 37 34 4 29 28 30 28
£10 34 | 38| ss| 72 38 58 41 a7 47 3
{710} 26| 23( 25| 28 23 25 32 34 33 23
Nusmber of db? db2 db3 dbd | sym2 | sym3 | symd | coif? | coif2
occurencs as
the best wavelet 33 17 1 3 17 1 15 5 <]




f51-f50 Number of DWT cosfficients (preserving 90% energy} Minimum
numper of
16x18 block db db? | db3 dbd sym2 symid symd coift coif2 coefficients
{11} 13 15 18 19 15 18 18 17 19 13
2.1} 2 Et] 35 38 30 35 25 28 28 22
313 19 27| 42 51 27 42 25 3 30 18
4.0 33 38 | 48 50 38 48 38 a7 ag 33
{51} a5 28 a8 46 28 ] 2] 40 38 28
FiR)) 7] 27| 42 48 27 42 34 3g 38 17
o 25 33 56 70 33 55 44 53 53 26
.2 0 [ [ i 0 )] 0 Q 0 0
2.2} 11 14 27 44 14 27 19 24 24 1
3.2} 8 0] 20 25 10 20 1 15 15 9
{4.2) 23 | 27 50 63 27 50 27 3 34 23
{52 23 36 | 65 7 38 85 38 49 48 23
j82 33| 43| 55| 88 43 25 40 46 45 33
| tirs) 22 34 71 82 34 b} 36 50 51 22
{1.3} 17 2 a2 a7 21 kr] 22 26 28 17
{23} 48 53 62 68 53 62 53 81 682 43
8.2 41| a5 | e8| ez 48 58 s2 | &1 s a1
4.3} 3 4 11 18 4 11 5 8 8 3
{53} 20 3p | s21 &5 30 52 28 35 35 20
6.3} 44 42 51 45 42 51 42 44 45 42
7.3} 25 38| 73 84 38 73 41 54 56 25
{14} 121 2 47 a1 2 47 29 43 45 12
{24} 51 25| 48 53 25 48 22 3 32 15
3.4 15 7 27 26 b3 27 22 23 24 15
{441 12 20 20 3r 20 28 20 25 % 12
{54} 2 4 8 8 4 5 4 5 8 2
4 4 5 7 6 5 7 3 3 3 3
4 32 35 41 42 35 41 az 35 kL) 3z
{1,5} 11 8 ] 14 8 ] 12 16 14 8
2.5) 214 24| 251 24 24 25 16 17 17 16
{35} 19 2 23 24 21 23 18 19 19 18
4.5} 23 3 33 5 31 33 25 24 24 24
{65} 21 22 22 23 22 2 19 12 19 19
{85} 17 13 16 17 13 16 17 18 17 13
{7.5: 12 10 13 13 it 13 16 18 18 10
{1.6} 14 13 13 17 13 13 5 18 17 13
{26} 12 13 15 16 13 15 13 14 15 12
{36} 3n 38 33 ar 39 38 33 34 a3 33
{48} 37 a7l a7 35 37 a7 33 37 36 33
{561 36 35 3% 37 35 34 29 32 at 29
6.6 29| 25| 23 22 25 23 27 24 25 2
{7.6} 17 13 18 18 13 16 18 17 17 13
{1.7 27 2 44 49 32 44 30 33 33 27
{27} 23 )] 46 | 56 Y] 49 34 40 41 23
B 43 49 58 57 49 58 48 55 53 43
{an i0 4] 20 22 14 20 12 12 i3 10
{57} 5 7 12 15 7 12 7 7 8 5
&N 3 4 8 1 4 8 4 4 5 3
{rn 19 28 23 37 28 33 19 22 23 18
{18} Bl 4 48 51 4 48 35 38 38 a5
2.8} 30 35 48 42 35 43 38 43 41 30
{3,8} 5 9 | 20 18 28 20 21 23 15
4,8} 86 64 | 84 63 &4 64 60 54 56 54
{5.6) 38 [ 48] 521 ‘48 48 52 44 47 48 a8
6.8} 24 32 47 56 32 47 33 38 30 24
| {8 25 t 27| 34 38 27 34 32 38 35 25
{1.9) 15 18| 2 26 18 23 16 17 17 15
{29} a1 41 40 38 41 40 43 43 43 38
{3.98) 3B ] M 43 a8 41 43 45 44 - 44 35
{4.9) 19 18 14 15 16 14 17 17 16 14
5.9)_ 20 22 2 24 22 22 17 18 18 17
5.9 3 6 16 32 8 1€ 7 11 13 3
.9 10 10 18 20 10 18 13 14 15 10
.10 5 5 14 3 ] 14 [ 10 10 5
210 29 38 47 48 3 47 39 45 45 2
310 0! 4] 4 40 34 41 2% 2r 25 25
{4,10} 34 37 35 3 37 35 30 ] 30 30
{510 29 39 | 44 47 38 44 40 43 43 29
{6,10} 22 B | 62 83 ¥ 62 32 42 42 22
{710} 18 22 29 29 2 29 21 26 24 16

Number of dbt db2 db3 db4 sym2 | sym3 | symd coif caif2
QoCyrence as
the best wavelet 48 10 3 3 10 3 14 8 7
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11214120 Number of DWT coefficients (preserving 90% anergy) Mmun;f

16x16 block dbi db2 | db3 { dbs sym2 sym3 symd coift coif2 onoiﬂiciarnts
{11} 16 19 19 18 19 18 20 20 20 113
{21} 43 46 45 41 46 45 4 44 43 41
{31} 26 20 24 27 20 24 8 21 19 18
(4,1} 8 11 17 23 11 17 19 21 22 B
{51} 22 Fd| 2 26 29 2 25 ) 28 21
61} 25 26 34 41 26 34 25 27 27 25
[TAY) 63 i) 70 85 70 10 58 60 58 58
1.3} 12 15 13 13 18 13 13 14 13 12
2.2 17 15 15 18 15 16 15 17 16 15
3.3} 51 48 47 48 48 47 45 47 46 45
4.2} 29 29 28 28 29 28 30 31 29 28
5.2} 31 38 33 38 38 38 28 30 3 28
6.2} kL) 47 45 1 43 47 a5 47 47 48 £
0.2 13 11 12 1" 11 12 8 9 7 7
{13 19 25 35 ae 25 35 24 28 28 19
23} a7 44 53 57 44 53 44 46 49 37
{3,3) 23 24 Y 40 24 £ 26 3t 30 23
4.3 22 20 22 22 20 22 22 2 23 20
53] 31 32 35 37 32 35 29 30 31 29
63} 34 28 29 30 29 28 30 34 31 28
.3 10 10 12 12 10 12 8 g 8 8
{143 17 22 37 30 22 27 25 28 27 17
{24} 14 12 17 23 12 17 2t 20 21 12
3.4 17 16 21 25 16 2t 20 8 21 16
{44} 27 27 26 27 27 28 29 30 29 26
54 i9 19 22 23 13 2 18 20 19 18
64} 45 47 | 52 48 47 52 42 45 43 42
{741 40 28 38 38 39 38 40 4 41 38
{1.5} 21 2| a7 27 22 27 23 22 23 21
2,51 29 34 49 55 34 49 35 38 37 29
{35} 32 28 28 28 28 2 20 28 27 27
4,5} 42 41 ] 55 4 51 48 51 50 4
{55} 43 44 46 46 44 48 44 42 44 42
65 26 25 21 18 25 2 25 23 23 18
7.5 28 27 a5 42 27 35 34 7 a7 28
{16} 35 35 41 42 35 41 35 3% 35 35
26} 24 28 34 36 28 34 2 20 21 20
{38} 17 20| 30| 33 20 30 16 18 18 i6
{46} 34 34 48 48 34 48 28 H 32 28
15,6} 29 27 35 39 27 35 26 30 30 .26 |
(6,6} 39 41 45 43 41 45 45 47 48 39
{76} 20 201 25 27 20 25 18 2 2 18
{1,7 18 24 35 33 24 35 26 | 26 27 18
2.7 45 48 47 44 48 47 48 45 45 44
&an 27 28 31 34 28 kX 32 33 34 27
4.7} 19 20 18 17 20 18 21 20 21 17
{57 55 50 54 53 50 54 50 52 50 50
6.7} 23 32 61 67 a2 61 35 45 47 23
{7 3 5 12 17 5 12 7 10 10 3
{18} 13 27 a1 78 27 81 3 42 45 13
{28} 33 38 45 48 38 45 38 40 A1 33
{38 38 40 58 a0 40 58 43 50 50 36
{488 36 32 44 48 3z 44 41 45 44 32
158} 36 47 1 8 84 47 &1 36 44 42 38
{68} 35 45 56 53 45 56 38 ag 29 35
{78 123 21 55 75 21 55 26 40 4 13
{19} 94 12 7 38 12 27 15 20 21 ]
{2.91 26 32 43 45 a2 43 3 32 33 26
{3.91 34 40 48 51 40 48 35 39 37 34
{49} 34 H 37 45 31 37 35 33 34 31
{59 7 12 22 26 12 22 15 8 19 7
8.9} 18 22 22 24 22 2 23 26 25 18
Fek:H) 24 38 72 8 38 72 41 57 58 24
.10 1 2 [ 11 2 [ 3 4 5 1
2,10} 27 22 33 4 22 33 i 29 31 22
{310} 26 38 50 48 39 50 38 41 39 26
{4,101 33 47 53 48 47 53 48 45 47 33
{510} 40 42 47 48 42 47 42 43 42 40
8,10} 20 33 84 78 33 84 32 43 43 20
{710} 29 28 33 38 28 a3 35 35 26 28

Number of di db2 ab3 db4 sym2 | sym3 { symd | coift ooif2

oosurance as

the best wavelat 3 13 -] [ 13 3 15 3 8
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1251-f250 Number of DWT caefficients (presarving $0% energy) Minmugi
number
18x16 biock db1 ¢b2 | db3 | dbd sym2 sym3 symd ooifl coif2 cosfficlants
{14 0 0 0 1] o 0 1) 0 0 0
2,1} 3 4 6 7 4 [ 4 5 5 3
3,14 17 20 30 39 20 30 23 28 27 17
4.0 5 10 15 21 10 15 1 12 14 8
{51} 20 26 a6 42 26 38 29 37 39 20
8.1} 24 29 32 33 29 32 26 28 28 24
{71} 35 40 48 43 40 43 43 45 45 35
1,2 17 18 26 32 18 28 21 20 22 17
2.2} 28 25 30 33 25 30 27 28 28 23
3.2} 48 48 53 58 46 53 49 53 50 46
4.2} ] 8 11 18 8 11 11 11 12 8
5.2 21 25 27 25 25 27 25 29 28 2
8.2} 27 3|4 591 68 38 59 40 45 45 27
b} 28 30 8 40 30 38 3t 34 3 28
{13} 34 34 44 52 34 44 40 45 44 34
{23 17 15 2 28 15 22 18 20 22 5
{3.3) 28 33 37 a7 33 37 24 26 25 24
(4,3} ] 12 22 31 12 22 13 14 15 k]
{53} 8 8 1t 8 8 1 5 5 5 5
{83} 22 21 25 28 21 25 23 25 24 21
{7.3 35 3 39 39 at 39 37 38 40 31
{14} 13 13 18 23 13 18 18 19 20 13
{24} 18 29 38 41 29 3 28 25 25 18
3.4} 13 17 18 17 17 18 17 17 18 13
(4,4} 23 23 26 27 23 28 23 25 23 23
{541 29 28 39 43 28 39 k'] 37 37 28
5.4} 1) Ml 4 48 34 41 29 28 28 28
(7.4} 52 54 55 54 55 59 53 53 50
{t,5} 26 34 46 52 kL] 46 M 40 A0 28
{25} 28 34 42 46 34 42 34 37 37 29
{3.5) 38 | 40 57 63 40 57 40 40 42 39
4.5 3 28 28 3 26 28 25 27 27 25
{5,5} 22 20 19 18 20 19 16 17 18 16
{6,5} 15 14 14 13 14 14 14 14 14 13
{751 21 22 24 24 23 24 21 22 21 21
{16} 22 32 45 55 32 45 3t 34 35 22
{26} 8 8 11 12 8 1 11 12 12 8
{35 31 30 30 29 e 30 25 2% 25 25
{4.6} 28 28 32 33 29 ] 28 28 27 27
{586} 15 14 14 15 14 14 14 14 14 14
68} 15 14 18 18 14 18 18 19 18 14
{7.6) 13 1 15 17 11 15 14 15 15 11
{47 5 5 7 7 5 7 3 4 4 3
27 12 12 14 18 12 14 12 16 14 12
¥} 15 14 17 20 14 17 18 20 19 14
(4.7 23 19 i9 2 19 19 21 23 2 19
(57} 25 2 25 27 23 25 20 24 22 20
6.7 18 17 18 18 17 18 18 19 19 17
an 19 23 27 24 23 27 17 189 18 17
{8} 24 39 83 85 39 €3 45 53 58 24
2,8} 31 45 85 70 45 85 43 53 53 31
{3.6} 50 47 48 45 47 48 45 44 45 44
4.8 44 45 49 52 45 49 46 47 43 44
{5.8) 2 3 7 9 3 7 3 4 4 2
{681 13 12 14 17 12 14 15 16 16 12
ek 25 27 kil 3 7 31 26 28 27 25
1.9 15 18 21 2 16 21 12 14 14 12
2.9 18 18 23 25 18 23 21 23 23 39
{391 2% 39 48 43 39 48 34 33 34 29
4.9 19 24 38 37 24 36 21 23 23 19
1581 23 29 54 68 28 54 37 47 49 23
{69} 20 24 33 3 24 33 27 20 28 20
79 17 24 47 55 24 47 28 34 34 17
1,10} 45 501 58 g2 50 55 44 47 | 47 44
{2.10 16 18 24 23 18 24 20 20 20 16
3,10 1 19 1 89 19 51 23 37 40 11
{4,10} 16 23 54 84 23 54 21 40 41 16
5,10} 30 25 42 39 35 42 38 3% 33 30
6,10} 33 44 [ 74 44 &6 57 52 63 33
{7 .10} 33 46 48 44 48 48 32 36 32 32
Number of dbl dh2 db3 db4 sym2 | sym3 | symd | coifl coif
QoCurenca as
the best wavelet 41 20 3 3 20 3 16 5 0




Appendix C. MATLAB Code for Wavelet-DCT

dwimtx.m
energy.m
function DWTmtx=dwtmix (N, wavelet)
J=1: function y = energy(x):
[h0 hl g0 gll=wfilters (wavelel); yt = 0;
limitH = length(h0); for i = 1l:{ size(x,1l)*size(x,2) )
vyt = vt + 2(1)*x(i);

if N < limitH end

DWTcoeffsN=x; y = yt;

return
and
if mod(N,2°J)>0 M

1 = ~ .

ii?i;f?:;a;nizf:N,z J): function DWTcgeffsN=fwdDWTN(x,wavelet,J)

L=N+L; [{row col] = size(x);

(L) =0; if tow ==1 jeol ==1

Nelength (x} ; if col>l
end; x=x";

end
end

$x=wshift ('1',x,3imitH-1};

hO0mtx = convmtx{fliplr(h(¢),N);

ppdh = hlmtx(l:end,end - limitH+2:end);
himtx = hlmtx{l:end,l:end-IimitH+1};
himtx{l:end,l:1imitH~1) =

himtx{l:end, 1:1limitH-1)+ppdhld;

{h0 hl g0 gli=wfilters{wavelet};
1limitH = length(h0);
N = length(x):
if ¥ < limitH
EWTcoeffsN=x;

I

himtx = convmtxz(fliplr(nl),N); 4 return
ppdhl = himtx(1l:end,end - limitH+2:end); en
hlmtx = hlmtx(l:end,l:end-limitH+1); ,
et if meod{N,2~J)>0
himtx (liend,l:limitH-1) = oY omtH 2ea)s
hlmtx(1l:end,l:1imitH-1}+ppdhl; L=2AJ-remainder ' ’
=24 T~ H
DSMPLmtx = eye{N); Lﬁ§+56.
DSMPLitx = DSMPImtx{l:2:end, l:end); Eﬁl;;géh(x)_
= ’
DWTmtx = [DSMPLmtx*hOmtx; DSMPLmtx*hintx]; :zfishift{,l, x, LimitH-1)
= e —~L)7
himtx = convmix (fliplr (h0),N);
ppdh0 = himtx(l:end,end -~ limitH+2:end);
rle.m hOmtx = hOmtx (l:end,l:end-limitHE+1);
hOmtx(l:end,l:limitH-1) =
function Ldata = rle{x) himtx(l:end,l:1imitH-1)}+ppdh0;
% data = rle(x) {de)compresses the data with hlmtx = convmtx(£liplr(hl),H);
- 1 ’ r
:he gzﬁ iig:iii?m ppdhi = hlmtx{l:end,end - limitH+Z2:end);
. pression: , himtx = himtx(:end,l:end-limitH+1);
if x is a numbervector data{l} contains . 1:1imd —
the values himtx(l:end,1: %m%tH—l) =
% and data{2} contains the run lenths himtx (1:end, 1:1limith-1)+ppdhl;
%
. DSMPImtx = eye(N);
% Decompression: = e .
% if = is a cell array, data contains the DSMELmtx = DSMPImtx(l:2:end, l:end);
:ncompressed values DWTmtx = [DSMPLmMtx*h0mtx;DSMPLmtx*himtx] ;
= .
% Version 1.0 by Stefan Eireiner (<a DWTcoeffsN = DWImtx*x;

thref="mailto:stefan-
e@web.de?subject=rle">stefan-elweb.de</a>)
% based on Code by Peter J. Acklam

% last change 14.05.2004

if J=1

input = DWTcoeffsN({l:ceil(N/2)}:
DWTcoeffsH(l:iceil (N/2))=
fwdDWTN (input, wavelet, J-1);

if iscell(x}) % decoding end

i = cumsum({[ 1 x{(2} ]):

j = zeros{l, i{end}-1};

j{il{l:end-1)} = 1:

data = x(1} (cumsum{j)):
else % encoding

if size(x,1) > size(x,2), x = x'; end
% if x is a column vector, tronspose

i = [ find{x(l:end-1) ~= x{2:end))

length{x) ]:
data{2} = diff([ 0 i 1};
data{l} = x{i);

Ldata = length(data{l}) + length(data{2}):
End
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fwdDWTN2.m

function DWTcoeffsN=fwdlWTN2 (x,wavelet,J)

[row col]l = size(x);
if row ==1 |gol ==
if col>l
X=x";
end
end

[h0 hl g0 gll=wfilters(wavelet);
limitH = length(h{};
N = length(x};
if N < 1imitH
DWTcoeffaN=x;
return
end

if mod(N,2~J)>0
remainder = rem(N,2"J);
L=2*J-remainder;
L=N+L;
x(L)=0; $x(N+1:L)=0; {regina
edit)
N=length (x) ;
end;
Sx=wahift ('1',x, }imit8-1);

hintx = convmtx (fliplr (h0),N);

rpdh0 = hOmtx(l:end,end - limitH+2:end);
hOmtx = hOmtx({l:end, 1:end-linitH+1):
himtx{l:end,1:limitB~1} =
hOomtx({l:end,1:1limitE-1}+ppdhi;

himtx = convmtx (£fliplr(hl},N};

ppdhl = hlmtx{l:end,end - limitH+2:end);
himtx = hlmtx{i:end, l:end-limitH+1);
hlmtx(l:end, 1:limitH-1) =
himtx(l:end,l:limitH~1)+ppdhl;

DSMPImtx
DSMPImtx

eye(N);
DSMPImtx{1:2:end, l:end};

[}

DWTmtx = [DSMPLmtx*hOmtx;DSMPLmtx*hlmtx]:
DWTcoeffsN = DWTmtx*x*DWTmtx';

if a»]

input = DWTcoeffsM{l:ceil (N/2),1l:ceil (N/2});
DWTcoeffsN{l:ceil (N/2},1:ceil (W/2}))=
fwdDWTN2 (input, wavelet, J-1);

end

recombine.m

function Y = recombine (Di,wavelet, J)
% maxlevels = 3;
N=leagth(Di);

% J=1;
[row col] = size(Di};
if row==l|lcal ==1

if colxl

Di=Dir;

end
end
if g»1

for levels=J: (~1):2

WA = dwtmtx(N/ (2" {(levels-1)},wavelet);

input = Di{l:ceil (N/(2”(levels~

1))} ,l:ceil (N/ (2" (levels-1)})};
bi{l:ceil (N/{2* (levels-

1))y, liceil (N/ (2" (levels=1))})= WA'*input*Wa;
end

end

histA.m

function TL = hista(d,drop)

Whrshp = reshape(d,l,size(d,1)*size(d,2));
% = energy{abs{Wbrshp});
sWb = sort (abs (Wbrshp)):

cDrop G;
EDrop = 0;

for j = lisize(sWb,l)*size(sWb,2)
EDrop = EDrop + (sWb{j)"2);
if ( (EDrop/E) < drop )
cbrop = cDrop + 1;
TL = sWb({cDrop):

end

fwdDWPTN2.m

function DWTcoeffsW = fwdDWPTN2 (x,wavelet,J)

[row col] = size(x);
if row ==1 |col ==]
if col»1l
' x=x';
end
end

N = length(x);

DWTmtx = dwimtx (N, wavelet);
DWTcoeffsN = DWTmtx*X*DWTmtx':

if J>1

LI = DWTcoeffsN{l:ceil(N/2),l:ceil(N/2));

LH = DWTcoeffsN(l:cell (N/2),cell (N/2)+1l:end);
HL = DWTcoeffsN(ceil (N/2)+1;end, liceil (H/2));
HH =

DWTcoeffsi{ceil (N/2)+1:end, ceil (N/2)+1l:end);

DWTcoeffaN(l:ceil (N/2),1:ceil(N/2))=
fwdDWPTHZ {LL, wavel et,J-1) ;

DWTcoeffst (licedll (N/2) sceil (W/2)+1 end)=
fwdDWPTNZ (LH, wavelet, J~1};

DWTcoeffsN{ceil {(N/2)+1:end, L:ceil (N/2))=
fwdDWPTNZ (HL, wavelet,J-1);

DWTcoeffsN (ceil (N/2)+1l:end,ceil (N/2)+1l:end)=
TwdDWETNZ (HH, wavelet, J-1};

End

threshold.m

function Di = thresheold(d,TL,J)

for k=l:size(d,1l)*size(d,2)

if abs(Di(k})<TL

Di(k)=0;

end
end
% Di{l:(size(d,1}/2)*(size{d,2)/2}) =
d(l:(size{d,1)/2}*({size(d,2)/2));
% Di(l:size(d,1)/4,1:8ize{d,2)/4) =
d(l:size(d,1)/4,1:size{d,2)/4);
Pi{l:gize(d,1}/(223),1:8izeid, 2}/ {2"D)) =
d{l:size(d,2)/{2%3),l:size(d,2)/{2°0));

R
Y

rchmtx (M) ;
R*DL*R';



Appendix D. MATLAB Code for Data Generation

frame reordered.m

aviobj = avifile('C:\Program
Files\MATLAB\R2006a\work\regina\fadet simulink model l8bylé\frame ordered3.avi','fps',30}
% I-frame
for k=1:9:283

frame{k} = aviread('vipmen.avi', k);

yuv{k} = (frame{k}.cdata);

yik} = yuv{k}(1:112,1:160,:);

end

% P-frame

pl = 4:9:283;

p2 = 7:9:283;

p = {plip2 0]

p = reshape(p,1l,size(p,l)*size(p,2));
P = pl(l:63);

for k=p

refframe{k} = aviread('vipmen.avi',k-3};
nxtframe{k} = aviread('vipmen.avi',k):
yuvik} = (nxtframe{k}.cdata)-(refframe{k}.cdata};
vik} = yuw{k}(1:112,1:160,:);

end

% B-frame

bl = 2:3:283;

b2 = 3:3:283;

b = [bl;b2]:

b = reshape(b,l,size(b,l)*size(b,2));
b = b(l:size(b,1l)*size(b,2)):

for k=b
refframe{k} = aviread('vipmen.avi', k-1);
nxtframe{k} = aviread('vipmen.avi',k);
vuv{k] = (nxtframe{k}.cdata)-{refframe{k}.cdata);
v{k} = yuvik}(1:112,1:160,:);

end

for k=1:283

aviobj = addframe(aviobi,y(k}):
end

aviok] = close{aviobj);

DTLm

frame220 = aviread('vipmen.avi',220}; %reference frame
frame22] = aviread{'vipmen.avi',221);
yuvZ220 = rgbZycber {frame220.cdata);
yuv22l = rgbhZycber (frame22l.cdata);
yuv220(:,:,1);

¥220 =

y221 = yuv22l1l(:,:,1);
y220 = y22041:112,1:160):
y221 = y221{1:112,1:160);

fileref = "D:\Test_Images\y220.bmp"';
filenex = 'D:\Test_Images\y22l.bmp';
imwrite (y220, fileref, ‘bup'};
imwrite (y221, filenex, 'tmp'};:

% d = y221 - y220;
% image = double(d;};
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