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ABSTRACT

The topic chooses for the Final Year Project is Performance Analysis of an Internal
Model Controller (IMC). The project is conducted by comparing the performances
between the Internal Model Controller and the conventional PID Controller. A lot of
studies of various controllers have been done. This is why the project is conducted
where to have better understanding on the implementation of Internal Model
Controller to any system. The purpose of the research is to present more evidence of

IMC; some of the advantages and limitation.

The project has been conducted using the UTP pilot plant 6. The temperature loop
(TIC 634) controlled by the control valve (FY631) is used throughout the project.

This plant system currently utilizes the conventional PID Controller.

The empirical modeling technique (process reaction curve) has been chose to be the
modeling technique throughout the project period based on the analysis conducted

during the first semester of the project.

The generated model becomes important when the author need to design and
implement the coatroller in order to minimize the error of the system. In oiher words,
the controller is implemented to ensure the output response reaches its steady state

value without experiences large overshoot and longer settling time.

By comparing all the result and analysis, it shows that IMC has a better result in
funing. Only one variable, A is tuned for IMC compared with PID which required
tuning three (3) variables; proportional, integral and derivative. IMC can also be

tuned to improve the performance of the system.
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CHAPTER 1
INTRODUCTION

1.1 Background of Study

This project deals with application studies of the Internal Model Controller (IMC).
Comparisons will be made between the basic IMC, conventional PID controller and
also the IMC based PID controller. The author will also have to gain knowledge on

several modeling techniques, such as empirical and statistical modeling methods.

At the early stage of the project, the author is require to study on theory of the system
identification and familiarization of MATLAB command function to be used in the
command window. It includes the familiarization on the system identification loop
with recorded data, model structure, and also determination of the best model and
best validation. Student will also be involved in several experimentations and analysis

during the modeling.

Some theoretical knowledge learnt on the electrical & electronics engineering
subjects such as Industrial Automation and Control System, Plant Process Control
Systems, Control Systems I and II will be applied throughout the project. The basic
knowledge of using MATLAB (Simulink), Distributed Control System and Heat

Exchanger also will be used during the project period. .

1.2 Prebiem Statement

Some study and research on the Internal Model Controller have been done through
the decades. The project requires the author to analyze the performance of the Internal

Modei Controller compared to other controller. The purpose of the research is to



present more evidence of IMC; some of the advantages and limitation. Currently all

the UTP’s pilot plants are utilizing the conventional PID Controller.

As the project goes on, the author required to implement the Internal Model
Controller to one of the UTP’s pilot plant and perform the analysis whether Internal
Model Controller able to give a better performance compared with the conventional
PID controller. The Drum Heat Exchanger Process Plant is chosen to implement the
Internal Model Controller throughout the project period. So, at the end of the project,
author should be able to identify whether the Internal Model Controller has a better

performance than the conventional PID Controller.

1.3 Objectives

The objectives that to be achieved for the project are:

o To model the heat exchanger temperature control loop using the empirical
modelling technique.

¢ To design the Internal Model Controller for the heat exchanger.

* To compare the performance of the Internal Model Controller with the
conventional PID Controller.

1.4 Scope of Study

For the first phase, the study deals with modeling techaiques for control system such
as empirical modeling and statistical modeling. Data from the plants was recorded in
the Plant Process Control System Laboratory. Part of the modeling work and
simutation will be conducted using Simulink (MATLAB) software. At the end of the
first semester, the author must be able to propose a model of the heat exchanger plant

with the best accuracy reliability.

For the second phase, the author will undertake to design and simulate the Internal
Model Controller. All the performances analysis also wilt be done throughout this

period.



CHAPTER 2
LITERATURE REVIEW / THEORY

2.1 Heat Exchanger

Heat Exchanger is commonly found in PETRONAS chemical-processing plants. Of
many heat exchanger designs, focus is given to the shell—and—tube—type; the one that is
available at UTP Pilot Plant and has been used for plant data acquisition of the
project. Figure 1 below shows the internal design of the shell-and-tube-type heat

exchanger.
PART NAME: Shell PART NAME: Rear End Head
Type : One-Pass Type : U-Tube Bundle
ﬁ HOT FLUID
COLD FLUID OUTLET
OUTLET '

COLD FLUID
INLET

HOT FLUID
INLET

PART NAME: Front End Stationary Héad

Type : Channel & Removable Cover

Figure 1 Shell-and-Tube-Type heat exchanger.

Generally, a typical shell-and-tube-type heat exchanger constitutes the bulk of unfired
heat-transfer equipment. The hot fluid {water or steam) is used to transfer heat to the

cold fluid, which in this case is the process fluid, at certain temperature as it flows
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through the shell and made contact with the hot U-tube bundle. The heated process is
then immediatety cooled via a cooler (i.e. cooling tower) after it leaves the shell via

the cold fluid outlet pipe.

In controlling the amount of heat exchange, the temperature of the cold fluid
(controlled variabie, CV) is measured at the cold fluid outlet pipe. Any deviation of
the temperature measurement from its set point will result in the control valve at the
hot fluid inlet pipe (manipulated variable, MV) being adjusted accordingly in order to
increase or decrease the flow of the hot fluid into the front end part of the heat
exchanger. Such action will bring the deviated temperature back to its set point. The

controf strategy used in achieving this objective is called feedback control.

2.2 Empirical Modelling

The process model, Gy(s), is obtained empirically. Empirical model identification
procedure is a very efficient modelling method specifically designed for process
control. The model developed using this method provide the dynamic relationship
between selected input and output variables with +20% model errors, and is limited
to the first-order-with-dead-time models only.

It is common to model an input — output response based on step responses. In this
procedure, the process was first brought to a consistent and desirable steady state
operating point, and then a step change is made in the input variable. An important
decision at this point is the magnitude of the step change to make.

e If the step change in the change in input is too small, the measured output may
not be sufficiently perturbed to develop a reliable model. This is particularly
true if the measured output is noisy. Clearly, the magnitude of the step input
must be enough so that the output signal to noise ratio is high enough to
obtain a good model.

o If the step change in the input is too large, the output variable may change too
much and does not reflect the true nature of the plant. This may also be

4



undesirable because of severe economic penalty. Also if the step input change
is too large, non linear effect may dominate. That is, the operating condition

may become significantly different than the desired condition.

2.3 Internal Model Controller Structure [2]

o o i e s EoraEaed --._-..n..._-..‘.-' d(s
5 3 Frocess J )
EOTE SNUEN [P A ae £ o %3
L E V V
a9 ™c w9 _* ;
Coniroller ‘ ) R E
Modal E
¥
3

L*Cmceptui line for contral computation

Figure 2 Standard IMC structure

The distinguishing characteristic of this structure is the process model, which is in
parallel with the actual process (plant). Note that (~ ) is generally used to represent
signal associated with the model. Lists of transfer function variable shown in the IMC

block diagram are given below:

dis) = disturbance

;(s) = estimated disturbance

g(s) = process

g:(s) = process model

qis) = internal mode! controller

r(s) = set point

:(s) = modified set point (correct for model errors and disturbances)
us) = manipulated input (controller output)

y(s) = measured process output



v(s) = model output

Notice that the feed back signal 1s:

ds) =  (g(9)- B(s)) u(s) + d(s)

And the signal to the controller is:

r(s) - d(s)
1(5) - (25(S) - £5(5) ) u(s) - d(s)

fl

1(s)

i

The reasons for feedback control include the following:

. Unmeasured disturbances
. Model uncertainty
. Faster response than the open loop system (with static controller)

. Closed loop stability of open loop unstable system.

There also some limitation in certain cases where:
a. Perfect model with ne disturbance

If the model is perfect ( gp(s) = gp(s) ) and there is no disturbance (d(s) = 0), then the
feedback signal is zero. The relationship between 1(s) and y(s) is then

yE) = 2o(s) qs) r(s)

So, the relationship is the same with an open loop conirol system design.

6



h. Perfect model with disturbance effect

If the system perfect ( gy(s) = gh;(s) ) and there is a disturbance, then the feedback
signal is

i = de

This illustrates that the feedback is needed because of unmeasured disturbance

entering the process.

c. Moedel uncertainty with no disturbance

o~

if there are no disturbances (d(s) = 0) but there is model uncertainty { gy(s) # gx(5) ),
which is always the case in the real world, then the feedback signal is

ds) = (&l - g us)

This illustrates that feedback is needed because of mode! uncertainty. The close loop

relationship is thus:

¥(s) = 2(5) q(8) M)+ lega® | dE

1+ q(s)( 2(5) - 25(s)) 1+ q(s) 2o(8) - 25(5))




2.4 IMC-Based PID (Equivalent Feedback Form te IMC)

The derivation of standard feedback eguivalence to IMC is using the block diagram
manipulation. Begin with the IMC structure shown in Figure 3; the point of
comparison between the model and process output can be moved as in Figure 4.
Figure 4 can be rearranged to the form of Figure 5. As the result the IMC structure
can be rearranged to the feedback control structure, as shown in Figure 6. The
reformulation is advantageous because the PID controller often results when the IMC

design procedure is used. The feedback from must be used for unstable process.

&9 mc
Comtroller

Gt s . oo o s o - o

13
i

=== == ERSGERSRESSS s

#Conceptud line for control computetion

Figure 3 IMC structure

Figure 4 Cosmetic change in IMC



Figure 5 Rearrangement of IMC structure

94}

1 -gt) als)

Figure 6 Standard feedback diagram illustrating the equivalence with IMC



CHAPTER 3
METHODOLOGY

The procedures of the project should be identified to have an appropriate management
for the Final Year Project schedule and to make sure that the project flow is more

systernatic.

3.1 Literature Review

Literature review plays significant impact to strengthen the basic knowledge about
anything related to the project. Internet is the main source for the study, as well as
books, journals, articles and reports done by any researcher in this field. MATLAB
need to be revised in order to familiarize with the coding (syntax) and Simulink

application.

The author also required to understand the plant loop process (Heat Exchanger
temperature control — TIC634). The temperature at TT634 is controlled by the flow at
control valve 631). The P&ID or the loop diagram is shown in Appendix A.

3.2 Project Planning

Since this project has been planned for two semester work, the project plan should be
scheduled in such a way that can fix the time for the two semesters. The author and
supervisor can easily monitor the progress of the project. For the first semester, the
study will cover the modeling techniques for the heat exchanger plant by using the
empirical and statistical modeling. Most of the plants works will be done in the Plant
Process Control System Laboratory. Some of the modeling and all the simulation wilt
be based on the Simulink (MATLAB) software.

10



For the first phase, author should be abie to state the best method to have the accurate

transfer function of the heat exchanger plant,

By right for the second phase, author has to deal with the modeling, designing, and
simulation of the controller. At the end, the performance analysis should be done to

compare the performance of both conventional PID controller and IMC.

'-uuﬁuu-_m-n——-————————————-—-———-I——-—

LITERATURE REVIEW

IMC, PiD, MATLARB, PLANT
PROCESS
Semester | 1

MODEL THE PLANT USING
EMPIRICAL MODELLING

O W SN G R AN S R GO DI I W BT B R B SR DO BON GEN ELE G KON BAE GO0 RAE ORI LN KOG GRE W D

w

|

DESIGN CONVENTIONAL DESIGN INTERNAL MODEL
PID CONTROLLER CONTROLLER {IMC}

l |

¥
COMPARISON OF
PERFORMANCE

Semester il

Figure 7 Project methodology

3.3 Tools and Equipment Used

MATLAB is the main software that is used in this simulation. The UTP pilot plant
which is Plant 6 (Heat exchanger temperature control loop) in the plant process
control system (PPCS) Laboratory will be used throughout the project period. The
Distributed Control Systern (DCS) used by the laboratory is manufactured by Pe
Automation Sdn. Bhd. The manual procedure to setup the loop contro! is attached in
the Appendix B.
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Through the plant experimental executton, the dynamic data is generated in which the
process is perturbed by making small changes in the input variable. This data will be
used to determine a model that describes the input-output behavior of the process

adequately for use in process control.

3.4 The Empirical Modelling |2]

The empirical modeling technique is chose to be a method to develop the plant
model. The plant model is very important throughout the project. Every analysis done

will be used the same developed plant model.

3.4.1 Empirical Modeling Procedure

This procedure ensures that proper data is generated through careful experimental
design and execution. The procedure also makes the best use of the data through
analyzing and verifying result from the real plant data collection. At the completion

of the procedure describe in this section, an adequate model should be determined.

A prior knowledze Staxt
+
»  Experimenial Desizn
¥+
Flant Experiment
¥

Determine Meodel
Struvture e e

¥
Parameter estination
Alternative 3
Holution Diagrosk evaluston —————
| : E
L3 Modelverification  foeemmmpl

4
Cornplegon

¥
|

|

|

o

v

[ -

Figure 8 Empirical modelling procedure
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ii.

Experimental design

An important yet an often underestimated aspect of empirical modelling is the
need for proper experimental design. Since every method requires some type
of input perturbation, the design determines its shape and duration. It also
determines the base operating conditions for the process, which essentially
determine the condition about which the process model is accurate. The
magnitude of the input perturbation is determined. The design requires a priori
information about the process and it dynamic responses. The result of this step

is a complete plan for the test which should include

1. A description of the base operating conditions.

2. A definition of the perturbations.
A definition of the variables to be measured, along with the
measurement frek;uency.

4. An estimate of the duration of the experiment.
Plant experiment

The experiment should be executed as close to the plant as possible. Large
disturbances during the experiment can invalidate the resuit. Therefore, plant
operation should be monitored during the experiment since the experiment is
designed to establish the relationship between one input and output, changes
in other input during the experiments could make the data unusable for
identifying dynamic model. The data collected from the plant is restructured
into tabular form which is attached in the Appendix J.

For an open loop system, a small change for the manipulated variable (as
input) is introduced to generate the dynamic response of process variable (as
output). MV was manually increased by 20% control valve opening (TIC634)
and the temperature curve (TT 634) was observed. The process dynamic curve
for TT 634 1s shown in the Appendix C.

13



iii.

iv.

vi,

Determine model structure

The initial structure is selected based on prior knowledge of the unit
operation, perhaps based on the structure of the fundamentat model, and based
on patterns in the experimental data collected. The goal is not to develop a
model that exactly matches the experimental data. Rather, the goal is to
develop a model that describes the input-output behavior of the process

adeguately for use in process control.

Parameter estimation

At this point a model structure has been selected and data has been collected.
Two methods are used to determine values for the model parameters so that
the model provides a good fit to the experimental data. One method uses
graphical technique; and the other onc uses statistical principles. Both
methods provide estimates for parameters in transfer function models, such as

gain, time constant and dead time for the first order with dead time model.
Diagnostic evaluation.
Some evaluation is required before the model is used for control. The

diagnostic level of evaluation determines how well the model fits the data

used for parameter estimation the diagnostic evaluation can used two

approaches:
1. Comparison of the model prediction with the measured data.
2. Comparison of the results with any initial process variable
Model verification

It is appropriate to emphasize once again that the model develops by this
procedure relates the input perturbation to the output response of the process,

14



including all equipment between the input and output. Thus the typical model

includes the dynamics of valves, sensors and other related process equipment.

Two objectives must always be balanced in performing the experimental

procedure, especially in a real plant environment:

1. Maintenance of safe, smooth and profitable plant operation, for
which a small experimental input perturbation is required.
2. Development of an accurate model for process control design

that will be improved by a relatively large input perturbation.

The Process reaction curve is probably the most widely used method for
identifying dynamic models. The process reaction curve method involves the

following four actions:

1. Allow the process to reach steady state.
2. Introduce a single step change in the input variable.
3. Collect input and output response data until the process again

reaches steady state.

4. Perform the graphical process reaction curve calculation.

3.4.2 Process Reaction Curve [1]

The process reaction curve is probably the most widely used empirical method for
identifying the dypamic model. The process reaction curve method involves the

following four steps:

Process is allowed to reach the steady state.

2. A step change is introduced in the input variable.

3. Input and output response data is collected until the process
again reaches steady state.

4. Graphical process reaction curve calculation is performed.

15



The graphical calculations is determined the parameters for the first order model with
dead time. The form of the model is as follows, with X(s) denoting the input and Y(s)

denoting the output, both expressions in deviation variables:

Ys)/X(s) = Ke®/ts+1

Where:
Kp (gain) = A/8
8 = input change
A = magnitude of the steady state change in the output
1= A/S

S = maximum slope

0 = intercept of maximum slope with initial value

There are two different graphical techniques in common use. Method I uses the
graphical calculation shown in Figure 1. The values determined from the graph are
the magnitude of the input change, the magnitude of the steady state change in the

output and the maximum slope of the output versus time plot.

S5 = maximum slope ,

Figure 9 Empirical modelling — Method I

Method II uses the graphical calculation shown in Figure 9. The values determined
from the graph are the magnitude are the magnitude of the input change, the

16



magnitude of the steady state change in the output, and the times at which the output
reaches 28 and 63 percent of its final value. This two values are selected to determine
the unknown parameters, © and 1. The typical times are selected where the transient
response is changing rapidly so that the model parameters can be accurately

determined in spite of measurement noise. The expressions are
Y(0+1) = A(l—e™ = 0632A

Y(0+13) = A(l—-e™) = 0283A

0.28M

Figure 10 Empirical modelling — Method II

Thus, the values of time at which the output reaches 28.3 and 63.2 percent of it final

value are used to calculate the model parameters.

t23%29+f/3 t63%—_—9+17

T= 1.5 (te3% - taso) 0=1s0-7

Where:
Kp (gain) = A/8

o = input change

A = magnitude of the steady state change in the output

17



T=A/S
S = maximum slope

8 = intercept of maximum slope with initial value

3.5 Conventional PID Controllers {Ciancone Coerrelation and Ziegler-Nichols)

Two tuning methods have been evaluated prior to the tuning procedure. The methods,

namely Ciancone Corellation and Ziegler-Nichols, have different control objectives.

The Ziegler-Nichols Tuning Method aims to have an underdamped initial CV
dynamics with 4:1 decay ratio. It does not concern about the MV performance and the
controller designed using this method is less robust compared to the controller
designed using the Ciancone method. However, it guarantees the system to be
maintained in the safe margin of stability. In common industry practice, the desired
contro! performance 1s usually set to have one goal, which is usually to achieve the

CV performance of at least 4:1 decay ratio.

Ziegler-Nichols closed loop with Bode plot:

i. The amplitude ratio and the phase angle in a form of Bode plot is plotted
for Gou(s).At this step, the controller is a proportionat only algorithm with
the gain Kc set to 1.

ii. The critical frequency and the amplitude ration at the critical frequency
are determined. The value of the gain for the proportional only controller
that would result in the feedback system being in the stability margin is

calculated.
Ultimate Gain: Ku = 1
| Gp(jw) |
Ultimate Period: Pu = 2n/ w
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iii. The tuning algorithms, kc, 1; and 1p are calculated based on the Ziegler-
Nichols Tuning method.

The Ziegler-Nichols with Bode Plot tuning method involves calculating the initial

tuning parameters which shown in Table 1 below:

Controller Type | ke o m L
P | 05Ku ~ —
o 0.45 Ku 0.83 Pu .

PID 0.6 Ku 0.5 Pu 0.125 Pu

Table 1 Initial tuning parameter for Ziegler-Nichols with Bode Plot tuning method

The Ciancone Tuning Method aims to have the initial CV dynamics with minimusm
IAE and the initial MV dynamics within the defined boundary line. The controller
designed using this method is also robust, where it is able to perform good control
over noisy CV with 25 % error in the model parameters. However, it does not
puarantee the system to be maintained in the safe margin of stability. The Ciancone
method involves calculating the fraction dead time, [8/(8 + 7)], and obtaining the
respective tuning constants by referring to the standard Ciancore Tuning Correlations
Chart as shown in Appendix L

Ciancone Correlation tuning procedure:

1.  The dynamic model is determined using empirif:al modeling to have the
value of kp, 0 and .
il.  The fraction dead time, 8 / (6 + 7) is calculated
iii.  The appropriate correlation is determined whether disturbance or set point.
iv. The dimensionless tuning values is determined from the graphs for the
kkp, /(0 +1), and T /(8 + 1)
v.  The tuning algorithms, k., 7y and 1p are calculated.
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3.6 Basic IMC Design Procedure

U{s) ————» gpls) ()

Figure 11 Basic ideal process model

The assumption is made that the model is perfect, so that the relationship between the
output, y and the set point, r is given by equation:

y(s) =gp(s) u(s)

1.  The process model is factored into invertible and non-invertible elements.
The factorization 1s performed so that the resulting controller will be
stable.

2. The idealized IMC controller is formed. The ideal internal model
controller is the inverse of the invertible portion of the process model.

3. Filter is added to make the controller proper. A transfer function is proper
if the order of the denominator polynomial is at least as high as the
numerator polynomial.

4. The filter tuning is adjusted to vary the speed of response of the closed
loop system.

3.7 IMC-Based PID Feedback Design for Processes with time delay

1. The first order Pade approximation is used for dead time.
e P~ (- 0.56s + 1)/ (0.50s + 1)
2. The noninvertible element is factored out.

g,45) = ky / (15 + 1)(0.50s +1)
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gp+(s) = - 0.585 +1
3.  The idealized controller is formed.
a(s) = (s + 1)(0.56s +1) / k,

4. The filter is added.

a) = 4(s) f(s) = [ (s + 1058 +1) /kp 1[1 /(s + D]
5.  PID equivalent is determined.

28) = () / ( 1- ()98 = a(IS)/ ( 1- &)

2:(s) = QS) / ( 1- gpe(S)S)) = [1/Kk ] (xp8 + 1)(0.505 +1) / (0.505 +1)]
6.  Multiplied equation by [t, + 0.5] / [0 / (1,+ 0.5)] to find PID parameter.
ke= (1, +0.58) / kp (L + 0.50)

=10/ 21+86

3.8 Performance test, fine tuning and observation

Following the tuning of both conventional PID controller and IMC, performance tests
are then conducted in order to observe the initial behavior of the controllers designed
previously. A series of performance tests need to be done subsequently. A/l tests are
done in simulation using the MATLAB Simulink. The configuration of the simulation
blocks used to test the feedback conirol performance and the IMC control

performance are included in Appendix F and Appendix G, respectively.

In the entire control performance test, the tuning parameters obtained using the

21



preferred tuming methods are testified whether they can perform acceptable feedback
control on the temperature. The required specification is a CV performance with at

least 4:1 decay ratio and +2% allowable band.

The feedback controller design will then require an additional procedure - fine tune.
Fine tune is necessary to improve the feedback control performance by means of
adjusting the funing parameters accordingly. An effective method of fine tuning is by
trial-and-error. A rough guideline for fine tuning is to multiply the tuning parameter
by 0.75 if it is to be decreased, and to multiply with 1.3 if it is to be increased. The
guideline ensures that the magnitude of change of the respective tuning parameter is

not large enough to skip the best possible value.
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CHAPTER 4
RESULT AND DISCUSSION

4.1 1dentify the Process Reaction Curve

The dynamic response data of the system is shown in the Appendix C. Diagnostic
evaluation is done towards the process reaction curve, and it is found that the output
variable responded to the change by returning to the initial value with a small,
negligible difference. The result for the diagnostic evaluation on the process model
data is shown below. From this result, the accuracy of the process model data is

conclusively verified.

u .
s 655‘0' Small, acceptable magnitude
E g of non-ideality
}

=¥

Q

J |

Y]
Lid

Experitent Time {second)

o
T

Input Variable
{% Open)

[
[
]

Figure 12 Diagnosis evaluation for process model

The reaction curve represents a first-order-with-dead-time model and has the

following characteristics:

K, . IR 0 _ Estimated Error
_Methodl | 0235 201 | 13 1.68%
Method I | 0235 225 0.22 223%
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The TAE of Method I is calculated less than the 1AE of Method II. The result of the
reaction curve is not affected by the noise. Therefore, the slope of the reaction curve

can be clearly determined.

Method 11 is preferably used for the signal with high frequencies of noise where there
is difficult to identify the slope value. Both calcutation of Method I and Method 1 are
attached in the Appendix D and Appendix E, respectively. The plant model transfer
function using the variable calculated from Method I:

Yis) =  Kpe®

X (s) s+ 1
= 0235¢"%
291s+1

The block diagram that represenis the process model is shown in Figure 13 below.
An observation on the process model is that it has a relatively large dead time (1.3
minutes). However, this value is reasonable since the process being modeled is

temperature, which has slow dynamic characteristic:

Gy(s)

e_1.3s 0-235
" 2915+ 1)

h
A 4

Figure 13 Process model block diagram

In order to verify the accuracy of the data used for modeling the process, diagnostic

evaluation is performed by means of checking the process response for any non-
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ideality such as unmeasured disturbance or a sticky valve that did not move as
expected. Diagnostic evaluation is done by returning the input variable back to the

initial value.

Naturally, the output variable will not return to exactly the same value due to the
nonideality. [Figure 12] However, if the difference between the ontput variable
before and after the valve is returned to the mitial position is too large (i.e more than
50% of the change in output variable recorded during the experiment), then the
empirical model is most likely corrupted by disturbance. The experiment should then
be repeated.

4.2 PID controlier design (Ciancone correlation tuning method).

Gp(s)= 0.235 ¢

2915 +1

The result and calculation of the initial tuning using the Ciancone Correlation tuning
method is shown in the table next page. The Ciancone Correlation Chart is shown in

Appendix L
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No. Criteria Measurement
From plant model o
I Process gain, Kp 0235
2 Process dead time, 6 (minutes) 1.3
3 Process time constant, T (minutes) 291
4 Fraction dead time, 0 /(0 + 1) 0.413
From Ciancone correlation table (ljpfer_Appgndix- K)
5 KcKp | | . .0.8
6 T/ (8+7) 0.75
7 Tp /(8 +T) 0.06
Calculated value (only for PID controller)
8 Process Gain, Kc . 34
9 Integral Time, 7, 3.158
10 Derivative Time, 1 0.235

Table 2 Initial tuning aigorithm for Ciancone correlation tuning method

The dynamic response of the initial tuning is shows in Figure 14 and Figure 15

below:

Figure 14 CV dynamic response for Ciancone tuning method
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Figure 15 MV dynamic response for Ciancone tuning method

From the CV dynamic response curve, it shows that the system reached zero offset
with 9% OS, fast rise time-2 minutes, while the settling time is 20 minutes. The %08

of MV is 36% which is quite low in a real plant process.

4.3 PID controller design (Ziegler-Nichols closed loop method with Bode plot)

Figure 16 below shows the value of the ultimate period and controller gain to be used
in the Ziegler — Nichols technique. Refer to Appendix H for the calculation method.

“No. | ..+ :Crteria R - Absolute Value -
i Magnitude, Ku ' s
2 Frequency, Pu 4.52
3 Process Gain, K¢ ' 10.5
4 | Integral Time Constant, T ' 2.26
5 Derivative Time Constant, tp : 0.565

Table 3  Initial tuning algorithm for Ziegler Nich@l tuning method
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Freguency (rad/sec)y. 1,39 § 1
| Magnibude (dB): -25 i

SLLg LI S

System: G -
- Frequency fradfsec) 138
Phase (deg): -180 :

 Phesetdew) .

C . Frequency (reisac) -

Figure 16 Bode plot to find the ultimate gain and period

Figure 17 and Figure 18 below show the result of the initial tuning for Ziegler
Nichols tuning method. The system reached zero at same time with the Ciancone
correlation which is 20 minutes. The different is only with the rise time and %0S.
There is no over shoot and the rise time is 1.5 minutes. Tt is designed as an overdamp

system by using Ziegler Nichols tuning method.

Figure 17 CV dynamic response for Ziegler Nichols tuning method
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Figure 18 MYV dynamic response for Ziegler Nichols tuning method

4.4 Comparison Analysis of the Conventional PID Conirollers.

The analysis of the process control and manipulated variabl;es has been done through
the previous Section 4.2 and 4.3. Table below smnmarizéd the observation of both

conventional PID controller tming methods:

- Ciancone Correlation | . Ziegler-Nichols
CV :percegtage:: overshoot | 10% OS - — 0
MV percentage OV_?rshooi 36.8% OS 110% OS
. CV Jécay_ 'rafio_r’i | 0 | 0
| Rlschme | 1.5 minutes 2 minutes
Scfﬂing Time 20 minutes | 20 minutes

Table 4 Comparison result for initial tuning of both PID c;:_ontroilers tuning method

For Ciancone the fine tune system actually has 10% of overshoot in CV, an instant
overshoot to 36.8% in MV. The decay ratio is approximately zero which means that
there is no second overshoot occurred. On the dynamics of the response, it takes 1.5

minutes to reach 63% of the final value and 20 minutes of settling times. Meanwhile,
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the Ziegler Nichols method developed an overdamp system which is without
overshoot. With the same value of settling time, it created a very large overshoot for
the MV which is 110%. The dynamics is fast that the rise time is approximately 1.5
minutes. The Ciancone tuning method result is complied with the conitrol

requirement.

Figure 20 Comparison result of MV performance for initial tuning
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4.5 Ideal IMC Design with Delay-Free for Stable Process

Scoped
[ 2015+1
+_J Bl Int Outd
|| C §s+0 235
Selpoint Controlker Tranaber Fen wmith filter

Plant Model, Gpis)

L pdimtowt]

Lontroller Modet

Figure 21 Ideal Internal Model Controller

FODT model:

o~

g,{(s) =0.235 % /2255 + 1

Process model is factored into invertible and non-invertible elements:
gT,(s) = gpe(5) gp(5) = (€%2) (0.235 / 2,255 + 1)
The idealized IMC controller
a(s) = gt (s) = 2.255 +1/0.235
Add filter to make the controtler proper ,n =1 (FODT):
fs)=1/(s+1)’

9 =a(s) ) = g™ () )

Finally % is adjusted for response speed and robustness. From the graph below shows

that by increasing the value of A, the system become slower. But then the system still

reached zero offset.
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Figure 22 Process response by adjusting the A

4.6 IMC - Based PID Design for First Order with Dead Time

After the basic model of IMC is completed, the model is then compared with the
conventional PID feedback model. The equivalent result is shown in Appendix K.

k, =0.235
6 =13
t, =291

ke =(1p+0.56) /[ kp (A +0.56) |
T =1+ 0.50

4.7 IMC Control Performance Test and Fine Tuning

For the IMC, the tuning technique is simpler where only the A need to be varies to
achieve control objectives. Table 5 below shows the value of k. that affected by the

occurrence of the A. The results of the comparison are shown in Appendix L.

Fine-tune will improve the settling time and the rise time with desirable overshoots.
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More importantly, fine-tune will ensure that the coatrol performance will achieve the
predetermined goal; a CV performance with at least 4:1 decay ratio, a maximum

overshoot of 25% and +2% steady-state band. The red dotted line present the best
tune for IMC.

TEST1 | TEST2 |} TEST3 | TEST4 | TEST5
I R e L |

ke 2020 3| 9.18 5.72 2.68 1.42

T 3.56 : 356 | 356 3.56 3.56

. 053 1] 053 I 053 0.53 0.53

| ] ., | | ; Observatioil' | |

%08 0 1 09 I 68 182 56.2

Rise Time (min) 0.7 : 13 | 18 2.1 23

Settling Time (min) | 50 : 3 01 13 22 25.5

Table 5 Test result with different value of A

Figure 23 and Figure 24 show the fine tuning result for the IMC. The result achieved
when the value of A is set to 1. This is the best performance of the system with
smallest %0S which is only 0.9% OS, 1.3 minutes rise time and also 13 minutes

seitling time.

Figure 23 Control variable after fine tuning
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Figure 24 Manipulated variable after fine tuning

4.8 Fine Tuned Conventional PID Controllers to match up with the YMC.

The PID Feedback control performance test uses the tuping parameters obtained
previously, which is then followed by fine tune if necessar;y. This procedure is done
in the simulation using MATLAB Simulink. The calcz;lated tuning parameters
obtained provide close estimation on the optimum coéﬂrol performance. Both

conventional PID controllers are fine tuned to match with th';e IMC performance.

Figure 25 CV dynamic response of Ciancone tuning method after fine tuned
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Figure 26 CV dynamic response of Ziegler Nichols tuning method after fine tuned

For the Ciancone tuning method, the goal is met when the Proportional term is
increased to 7.47 and the Integral term is decreased to 3 seconds while Derivative
term is increased with 0.516 for more aggressive performance. The desired result is

shown in Figure 25 above.

For the Ziegler Nichols tuning method, the goal is met when the Proportional term is
decreased to 7.875 and the Integral term is increased to 2.938 seconds while
Derivative term is maintain with 0.565 for more aggressive performance. The desired

result is shown in Figuare 26 above.

Figure 27 and Figure 28 below shows the CV and MV dynamic response
comparison after fine-tuned control performance for the feedback controller, with

respect to 2.2°C set point change:
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Figure 28 MV result after fine tuned of all methods

Table 6 next page summarize the result after fine tuned for both conventional PID

controller, using Ciancone Correlation and Ziegler Nichols tuning method.
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“Ciancone Correlation

 Ziegler Nichols

_ Fiijied—’Timq‘d

- Tnitial | Fined-Tuned |  Tnifial
Decay Ratio 0 0 0 0
_. CV Overshoot 10% 0.45% 0 1.36%
MV Overshoot 36.8% 57.89% 110% 63.15%
| Rise Tirﬁe, T, 1.5 minutes 2 minute 2 minutes 2 minute
Peak Time, T, » 7.5 minutes 7 minutes 0 7 minutes
.Sett_ling '} imé, T, 20 minutes 15 minutes 20 minutes 15 minutes

Table 6 Dynamic Responses for Initial and Fine-Tuned Feedback Conirol

Ciancone Correlation Ziegler Nichols
| Tnifial | Fined-Tuned |  Inifial | Fined-Tuned
Process Gain, k, 34 747 105 7875
ntegral Time, 7 3158 3.158 2.6 3.819
Derivative Time, 0.235 0.516 0.565 0.565

Table 7 Tuning parameters value for initial and fine tuning

4.9 Analysis and Comparison

From the result, it is shows that it is very easy to tune the IMC controller based PID

compared with the conventional PID controllers. Only one variable, X is tune to have

suitable process control for the IMC base PID controller. By reducing the value of A,

the response of the system becomes faster.

From two experiments for conventional PID controller tuning which have been done,

both method can be fine tuned to have better performance of the system. For the

conventional PID controller, the tuning parameters cannot be optimized

independently. The difficulties occurred when to determine the suitable value of ail

the tuning parameters k., Ty and tp Compare with the IMC only the A, is tuned to have

a better performance of the system. Table 7 summarizes the parameters changes after

fine-tune of the conventional PID coniroliers.
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CHAPTER 5
CONCLUSION

5.1 Conclusion

The results and outcome of the project must be judged based on diagnostics and
knowledge of the process behavior based on some fundamental models. The project is
expected to challenge the author to familiar with some types of modeling technique
and the process of the real plant operation. At the end of the project, the student will
be able to outline the benefits of using Internal Model Controller to control
applications and to suppest the suitability of real-life implementation with strong

reason and background information.

The modeling technique used throughout the project is Empirical modeling technique.
All the tasks including design and simulation during the project period is done using
the MATLAB Simulink version 6.5.

The comparative study between controller, IMC and conventional PI controiler has
been done. The most advantage of the IMC is more on tuning parameter where it is
only required to tune only one tuning parameter, A. By using the conventional PID
controller, the controller gain, k., 71 and tp have to be tuned in order to have better

performance.
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CHAPTER 6
RECOMMENDATIONS

The project can be extended to cover more aspects of case study. Further analysis can

be done if the project timeline is extended and the project scope 1s broadened:

6.1 System Identification and Modeling Technigunes Improvement.

The knowledge should be continually updated. It is very important to have an
accurate plant transfer function, because the transfer function will be used throughout
the design process. The knowledge about the basic controller such as PID controller
has to be improved in order to implement other controller such as Internal Model

Controller to a certain system.

6.2 Hardware Implementation.

If the designed of IMC can be physically developed and instailed to the control
system of the heat exchanger pilot plant, comparison analysis can be performed in the
real environment. It is important to have more accurate result because in design

process most of the cases are assumed to be ideal.

6.3 More Comparison Against Other Types of Tuning Methods.

There still a lot more tuning method can be used and each every method has their own
objectives to be achieved. By comparing more controllers, the performance analysis

of the controller will be more accurate.
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APPENDIX A
P&ID OF HEAT EXCHANGER LOOP CONTROL
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APPENDIX B
SETUP PROCEDURE OF THE LOOP CONTROL

This experment ¢ to divided into Fowr (4} sections:

- Section A 15 for the student to Idenhify tie Process,

- Section B- is for the student to perform Ojien Loop Canmraller Taniug,

- Section . is for the student to perform Closed Loop Contreller Tnaune, and

- Section D: 15 for the student to carry out Performance Test for the Control Loop.

PREPARATION:

SEEP ACTHIN REMARKX

1 Ensure that all Unhty Services are ready (ie. Switch on
Power Supply to Control Panel and Switch on Air Supply
System to the Pilot Plaat).

2 Open hand valve HV300 and HY320 Fill The Vessel VE
610 and VES60 wath water until it reach the high level.

3 Ensure that the DC3 is Ready (ie. It is commurndcating propesly with
the control Panely

4 When the computer start up, go in the Home page and then perform | “Experiment 4 : Simgple
the login experiment operation . Heat Exchenger
Temperature Contral
(TIC-834Y will appesr
sfter voer pesform the
login Experiment
operation.

5 Swich on heater HE61 1A HES11E ,CLE4AD and CTEHH0

] Openy the Corgrol Valve FY 664 Mlantally ( 30% open)

K Open the Cortrol Valve FY 631 Manually ( 40% open)

8 Open orClose hand valves st thePilot Flart as follows: Hand ¥alves to be

-Open Hand Valve HV611, HV600, BV631, H¥P632,HV640 and Open/Closed Fully
HVe61 |, Cloge others

g Start the pump PE63 and Tl 3.

Stop the pump P663 and P613 when temperature of water in VEA1D
n teach 60 degree celeius.




Experinwni 4 Simple Heai Exchanger Temperature Conirol (TIC634)

SECTION - Process Identific ation

4.41  Start Experunent
STEP ACTION REMARK

i Open contral valve FY664 to 23% manually |

3 Start Pump F663, P613 Set the “RUN /3TOP ™
Start CT350, CL340 Button 1o “RUN"

4 At the TIC634 Controller faceplate manually open cotwel Valve
FY 634 to 40 %

5 Ohserve the Temperature Curve (TT-634) from the trend window and
wait until it has stabilized

] Atthe PID Controller F aceplate (TIC-634) , make a step change of  [MV=30 %
between 10 % to the control vabve menually

7 Observe the Temperature Curve (TT-634 ) from the Trend Window
and wait wrdil it hasStabilize d 10 a new constant valus , then Freeze
the trend window
Print owd the P¥ Trend curve. Print in color

g Step Pump PA63 and P13 Set the “RUN /3TOP
Stop theCT530 and CLA40 Bution o “STOP"

44.7 Resmli Analysis

for regulating of the provess.

1 Comparethe Temperatiure curve with a set of expected process
KReaction Curves provided in Appendix A of this manual

2z Identsfy ihe process response with the corresponding Reac tion. Cusve

3 hlake seversl measwrement as per the Reaction Curve chet. Refer Appendiz Al

4 Sketch & Block Diagram to represent the process and Desctibe the Dead time, Capacity/Rate
Charactetistics of this Process. of Rize, Tine Crnstant,

Noise, ete
5 Suggest the sudabls Control Modesfor a PID Feedback Contral Loop {eg P, I, D settings




Experimeni 4— Simple Heat Exchanger Temperanne Control (TIC-634)

SECTION 4B: Open Loop Tuing Ddetliod

4Bl Tabulanon and Aualysis of Resuli

STEP ACTION REMAREY

1 Using the printed graph ohtaimed from Section above (Process Wote dB, and dM are
Analysis) gbove, measure and tabulate the relevent values asrequired. change from the 1%
Refer to Appendix B, Tahle B-1 a5 example. stable output to the

2

2 Base onthe eguations for Open Loop Tuning, calenlate the requited
sonteoller tuning parameters.
Refer to Appendix C, Table C-1.

3 Atthe TIC 634 controller faceplate , key in the caleulsted controifer
turing parameters

4 Vo are now ready to test the performance of the C ontral Loogp.

Proceed to Section I to contimze.




Experiment 4— Simple Heat Exchanger Temperature Comtruk (TIC- 634)

SECTION4C: Closed Losp Tuning Method

4{1 1 Start Experizaent

STEP ACTION REMARKS
1 Open control valve FY6E4 10 259 marnally .
p At the TIC -434 contrler Faceplate et the Controller Gam to 32,
the Integral tine to 2999, and the Dentwative ima to 8
3 Set the Coniroller to Manual mode ,
4 Stari Pump P663 and PA13 Set the “RUN ¢ 3TQF ©
Start the CTE50 andd CL640 Button o “START
5 Slowly Openthe Contrel Valve FY-631 to bring the Process Velue | Adjust through MY
(EV3 to alino st eoquad to the 3ot Point.
& Obsgerve the Process Value (TT634) from the Trend Window and wait
until it has stabilised Lo 2 constand value
7 Set the Controller to Auto mode
Wait for the Process Value (PV) of TTH3l and FY63] to stabilise
g Bake aSmall Step Change to the Sef point of the TT634 (ie. increase
the set point by 109%)
1 Observe the Process Palue (TT634) from the Trend Window. If the
P¥ response is not oscillatory, double the controller gai walue unidl it
becomes oscillatory.
11 Ifthe PV responseis osciflatory, observe whether the magoitude. of
'Y is ncreasing of decreasing, [f it {5 increasing, reduce the
controller gam by 1.5 times. If the PV iz decreasing increase the
contealler gein by 1.5 times. Aim to obtain an ezciatory respanse
with almost constant amplitade.
WhenC onstant Amplitude Oscillalion ts achieved, allow up to 3 or
12 maore oecillation arcles to b recorded and Freeze the irend window
13 Frint ot the PY response curve Print in color
14 Stog Pump P63 and PA13 Set the “BIUN {3TOP
Stop theCT650 and CL640 Hutton b “STOF

Experiment 4 — Singple Heat _Emcllangcr Temperature Contrel (TIC 634)

402  Results Analvsis:

1

Using the printed graph obtained from Section above, measure and
tahulate the relevant valueys ag raquited.

Fefer to Appendix B, Table B-2 a5 example.

2 Base an the equations for Closed Loop Tuning, calewlate the required
controller tuning parameters.
Refer to Appendix C, Table C.2.

3 Atthe TICHI4 corirolier faceplate, key in the calowlated controller
tuning parameters.

4 You ere new ready to test the performance of the C ontrof Loop.

Progead io Section D to continme.




eriment 4— Simple Heat Exch ¥ Temperamre Conirol (TIC 634

SECTION 413 Conivel Loop Performiance Test

431 Stwt Experiment:

COMPBLEY

STEP ACTION REMAREY
i Open controel valve FY6964 10 23% manually .
2 Atthe TIC-634 cortroller Faceplate | setits P,LD parameters abiaingd
from the previous experiraent .
3 Adjustthe Set Point {3F) of TIC334 to 45
4 Start the pump PA13 andPA63 Start the CTA30, andCLAS0 wia the |Zelthe “RUN /STGP
computer Buiton 0 “RUN"
5 Adpuatthe controller ouiput{MW) until its process vabse (PV) iz close
to its set pount (SF)
6 Set the Contraller to “Auto Maode”
Chserve its PV curve (T T-834) from the Trend Window end wait
until it is reasonable stable..
8 Increase the condroller Set point (SP) by making a step change of
increment of 5.
9 Chserve its PV curve (T T-834) from the irend window and look for
some typical response characteristics:
10 Capiure the important process responses and print out the Trend curve |Print in color
11 Stop the pump PE13 and P63 Start the CTA30 andCLE30  viathe |Setthe “RUN f3TOP “

Button 1o “BTOPR”

4132 Tabulate and Analyze Results:

i Using the printed graph obtained from SectiondD .l above, me asure
and tabulate the relevant values as required.
Refer to Appendix B, Table B-3 as example.

o Degeritie the Chavacteristics of the Process response.

Triscuss the Tunclions of each controller tumng parameters, P, 1 and D,

Suggest eny improvements to the process centrol loop and its total
etror.
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Procesy Bloek Diugrom
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Procesy Reaction Cinve 3

CRoE
Frocess : el
Output, B 4
» Time, t
Cortrdler
Cutprt, M 4
Change it controller outyrs, dibv
* Time, t
Fig A-4: Dead-time Process Reaction Curye
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Fig A-5 First Order Process Reaction Curve
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Process Reaction Carve

Gas=
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APPENDIN R: Tabulaticn of Resnilix

Fahle B.1: Resufls for Open Loop Tuning
Measurement Test 1 Test2 Tests Average

Changs in Menipulated
Variable, dM

Changein Ultimate Value,
dB.

Apparent Time Constart T

Apparent Dead Time, T

Caiculations:

Bteady State Process Gain
K. = dB.#dli

R=T.T

Tuning Parameters:
K, (Gatn)

Integral Time, T
(tatnutes/repeat)

Dervealive Time, T
{mmutesirepeat)




APPENDIX B: Tabularion of Results

Table B.2: Resulls for Closed Loap Tuning
Measurement Fest 1 Lesi2 TSt 3 Avermge

E.. Ultimate Controller Gain

Time for 3 Oscillation
petingds, or more

CALCULATIONS:

Uttimate Time T. Time for
one Qseillstion period)

Tuning Parameters: Fest 1 Tast 2 Tasts Average
K. (Gamn}
Integral Time, T.
{mmnutesirepeat)

Destvative Titne, T
{mmutesirepeat)

APPENDIX ('
SECTION C1: Calenltutiont of Open Lovp Toning Parineters

Cohen & CoonRules
Thie Colien & Coon funing rde asswines thai the 5-shaped Process Feacten carve can
be approximated by a processinodel conzisting of & First order lag and a Diead Time.

I R PN W
R T+
G (5;,-“-2...3_..._.].@
NARNNTIVE

Fig C.1 Approximafion to 5-shaped
Process Beaction CUnrve




Table O 1. Open Loop Twming — Coniroller Parnzoeter Calculnitons

Control Mades

Crlcrlution

(R=TT}

= H 1 +£]

= %%

e
) SRR Uit } AN
‘ %,1, R,Kﬂ},llﬂ ,, 1;1]%

e gy B0+3R)

{9+ 20r)

Tr = T evee———
. (13+8R).

iR
Tp= Tt
T+ 2RY

SECTION C2: Calcnlation of Closed Loop Taning Parmneters

LZiegler-Nichols Rules

Table C'.2: Closed Loop Tuning — Controller Parameter Calculations

Conrol Modas

Ke

F only

K. =05k,

P+l

K. = 043K

T.TA2

P+I+D

K.=06K.

T=T.42

T.=T./8




APPENDIX C
PROCESS DYNAMIC OF TT634
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APPENDIX D
METHOD I - PLANT MODEL CALCULATION

Method 1
o =20% =02
A =47°C
K, =A/@ =0.235
S =7/433 =1.615
T =A/S =291
0 =13

The model transfer function:

Yis) = Kpe™
X (5) 15 + 1
= 0235¢'

291s+1



APPENDIX E
METHOD I1 - PLANT MODEL CALCULATION

Method 11
7 =20%
A =47°C
K, =A/0 =0.235

0.63A =465°C 30, — 2.475
0.28A =448°C tzgo= 0.975
T = 1.5(t300 - L2595 ) =2.25

3 =fe3me =T =0.225

The model transfer tunction:

Y(s) = Kpe™
X {5) s+l

= 0.235 ¢92%

2255+ 1



APPENDIX F
FEEDBACK CONTROL PERFORMANCE CONFIGURATION

o - FPID - lin1 Dud Sinpe
Setpoint FPID {ontrofler Saturstion
fwith Approximate Plant Modal, &pis)
Derivative)

FEEDBACK MODEL



APPENDIX G
IMC CONTROL PERFORMANCE CONFIGURATION

Seopel

Z 815t
;% Pt )
Y [ Fe+0 235

Safpoint Contiohar Transtar Fon mith filter

Plant Maded, Gpis)

W Dty

Controller Maodel

IMC MODEL



APPENDIX H
TUNING ALGORITH CALCULATION USING BODE PLOT
METHOD

Generated Bode Plot using MATLAB:

>> s =t {5

>> G =[0.235/(2.91*s+1)];
>> Guanputdelay=1.3;

>> bode (G)

Grid

Bode Plot Calculation:
20 logm X= —ZSdB

X =log;5" { -25/20)
= {056

Based on Ziegler Nyquist Stability Criterion:

Ultimate Gain: Ku = 1
| Gp(jw) |
= 1/2.44
= 0.41
Ultimate Period: Pu = 2r / w,

= 29.78



Process Gain, Ke = Ku/17

= 0.24
Integral Time Constant, t5 = Pa/2

= 4.9
Derivative Time Constant, Ty = Pu/8

= 3.73



APPENDIX I
CIANCONE CORRELATION TABLE




APPENDIX J

DYNAMIC RESPONSE DATA

CPYC T MV L Noise 46,55 60 0 43 1 60 0
43675 40 0 46.675 60 0 48.075 60 0
43.675 40 0 46.75 80 0 48.075 60 0
43.725 40 0 4685 80 0 48.125 60 0
43.75 40 0 46.925 60 0 48.1 60 o
4375 40 0 47 60 0 48.15 60 0
4375 40 0 47 1 60 0 48.175 60 0
43775 40 0 472 60 0 48 175 80 0
43.775 40 0 47.25 60 0 48175 | 60 0
43.775 40 0 47.375 60 0 48.175 60 0
43775 40 0 474 80 0 48.175 80 0
438 40 D 47.47499 | B0 ) 482 B0 0
43.825 60 0 47.55 60 0 48175 60 0
43.825 60 0 47.575 80 0 48.2 60 0
43.85 60 0 47625 60 0 48.22499 | 60 0
43.85 80 0 47.625 60 0 48.22499 | 60 0
439 60 0 477 60 0 48.22499 | 60 0
43.9 80 0 47.72499 | 60 0 48.22490 | 60 0
44.025 60 0 47.75 60 0 48.25 80 0
441 60 0 47.775 60 0 48.25 60 0
44 225 60 0 47.825 | 60 0 48.25 60 ]
44 475 60 0 47875 60 D 48.25 60 0
4459099 | 60 0 47875 60 0 48275 | 60 0
44.8 60 b} 47.89999 | 60 0 48.275 60 0
44 975 60 0 47925 60 0 48.275 60 0
4515 60 0 47925 60 0 48.25 60 0
45.325 60 0 4797499 | B0 0 48.275 60 ]
45475 60 0 47.97499 | 60 0 48.3 60 0
45625 60 | 0 48 80 0 48.275 60 0
458 60 | O 48 80 0 48.275 60 0
45.975 60 0 48 025 60 0 48.275 60 a
46.075 60 0 48.05 60 0
46.25 60 { O 48.05 60 0

46375 60 0 48.075 60 0
46.45 60 0 48.075 60 0




APPENDIX K
EQUIVALENT DIAGRAM OF IMC AND PID CONTROLLER

~

d 3y 1.5 (N
Cantreller

-
1
t
£
’
1
h
T
1
¥
i
E )
]
r
*
1
£
it
1
1
i
T

Model

i T Y

e

A b At i S LA s TR B S B T 8 45 8

e

,—E?mre;mu-i. e For eantsol commatation

BASIC IMC MODEL

Process i
. [ . .4]
o a ; . Do (3 ..t .
(7 ._ r—-—-’. E(‘) i g;() ; A

RModel

NEW ARRANGEMENT OF IMC MODEL



A
T oot T _: Procass f
0() - ¥(s)+ ¥(5) _ (4 . *l .
X : o T (9 > : u:s)' 2;(5) N h¢ e 5
I I
' : I
1 Maodel I
, Fo ]
1 - - c
. i ar<>w| !
b ——— - i ,

BLOCK DIAGRAM (LOOP SPLITTED) TO GIVE BETTER OVERVIEW

46 Proces {
49—y " T2 2w T 1%
1- 503 uts) .
1
R

SIMPLEST BLOCK DIAGRAM REDUCTION



APPENDIX L
RESULT OF IMC TUNING
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