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ABSTRACT

The topic chooses for the Final Year Project is Performance Analysis ofan Internal

Mode! Controller (IMC). The project is conducted by comparing the performances

between the Internal Model Controller and the conventional PID Controller. A lot of

studies of various controllers have been done. This is why the project is conducted

where to have better understanding on the implementation of Internal Model

Controller to any system. The purpose of the research is to present more evidence of

IMC; some ofthe advantages and limitation.

The project has been conducted using the UTP pilot plant 6. The temperature loop

(TIC 634) controlled by the control valve (FY631) is used throughout the project.

This plant system currently utilizes the conventional PID Controller.

The empirical modeling technique (process reaction curve) has been chose to be the

modeling technique throughout the project period based on the analysis conducted

during the first semester ofthe project.

The generated model becomes important when the author need to design and

implement the controller in order to minimize the error of the system. In other words,

the controller is implemented to ensure the output response reaches its steady state

value without experiences large overshoot and longer settling time.

By comparing all the result and analysis, it shows that IMC has a better result in

tuning. Only one variable, X is tuned for IMC compared with PID which required

tuning three (3) variables; proportional, integral and derivative. IMC can also be

tuned to improve the performance ofthe system.
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CHAPTER 1

INTRODUCTION

1.1 Background of Study

This project deals with application studies of the Internal Model Controller (IMC).

Comparisons will be made between the basic IMC, conventional PID controller and

also the IMC based PID controller. The author will also have to gain knowledge on

several modeling techniques, such as empirical and statistical modeling methods.

At the early stage of the project, the author is require to study on theory of the system

identification and familiarization of MATLAB command function to be used in the

command window. It includes the familiarization on the system identification loop

with recorded data, model structure, and also determination of the best model and

best validation. Student will also be involved in several experimentations and analysis

during the modeling.

Some theoretical knowledge learnt on the electrical & electronics engineering

subjects such as Industrial Automation and Control System, Plant Process Control

Systems, Control Systems I and II will be applied throughout the project. The basic

knowledge of using MATLAB (Simulink), Distributed Control System and Heat

Exchanger also will be used during the project period..

1.2 Problem Statement

Some study and research on the Internal Model Controller have been done through

the decades. The project requires the author to analyze the performance ofthe Internal

Model Controller compared to other controller. The purpose of the research is to



present more evidence of IMC; some of the advantages and limitation. Currently all

the UTP's pilot plants are utilizing the conventional PID Controller,

As the project goes on, the author required to implement the Internal Model

Controller to one of the UTP's pilot plant and perform the analysis whether Internal

Model Controller able to give a better performance compared with the conventional

PID controller. The Drum Heat Exchanger Process Plant is chosen to implement the

Internal Model Controller throughout the project period. So, at the end of the project,

author should be able to identify whether the Internal Model Controller has a better

performance than the conventional PID Controller.

1.3 Objectives

The objectives that to be achieved for the project are:

• To model the heat exchanger temperature control loop using the empirical

modelling technique.

• To design the Internal Model Controller for the heat exchanger.

• To compare the performance of the Internal Model Controller with the

conventional PID Controller.

1.4 Scope of Study

For the first phase, the study deals with modeling techniques for control system such

as empirical modeling and statistical modeling. Data from the plants was recorded in

the Plant Process Control System Laboratory. Part of the modeling work and

simulation will be conducted using Simulink (MATLAB) software. At the end of the

first semester, the author must be able to propose a model of the heat exchanger plant

with the best accuracy reliability.

For the second phase, the author will undertake to design and simulate the Internal

Model Controller. All the performances analysis also will be done throughout this

period.



CHAPTER 2

LITERATURE REVIEW / THEORY

2.1 Heat Exchanger

Heat Exchanger is commonly found in PETRONAS chemical-processing plants. Of

many heat exchanger designs, focus is given to the shell-and-tube-type; the one that is

available at UTP Pilot Plant and has been used for plant data acquisition of the

project. Figure 1 below shows the internal design of the shell-and-tube-type heat

exchanger.

PART NAME: Shell

Type : One-Pass

-^ir

COLD FLUID

INLET

PART NAME: Rear End Head

Type : U-Tube Bundle

COLD FLUID

OUTLET

HOT FLUID

OUTLET

HOT FLUID

INLET

PART NAME: Front End Stationary Head
Type : Channel & Removable Cover

Figure 1 Shell-and-Tube-Type heat exchanger.

Generally, a typical shell-and-tube-type heat exchanger constitutes the bulk of unfired

heat-transfer equipment. The hot fluid (water or steam) is used to transfer heat to the

cold fluid, which in this case is the process fluid, at certain temperature as it flows



through the shell and made contact with the hot U-tube bundle. The heated process is

then immediately cooled via a cooler (i.e. cooling tower) after it leaves the shell via

the cold fluid outlet pipe.

In controlling the amount of heat exchange, the temperature of the cold fluid

(controlled variable, CV) is measured at the cold fluid outlet pipe. Any deviation of

the temperature measurement from its set point will result in the control valve at the

hot fluid inlet pipe (manipulated variable, MV) being adjusted accordingly in order to

increase or decrease the flow of the hot fluid into the front end part of the heat

exchanger. Such action will bring the deviated temperature back to its set point. The

control strategy used in achieving this objective is called feedback control.

2.2 Empirical Modelling

The process model, Gp(s), is obtained empirically. Empirical model identification

procedure is a very efficient modelling method specifically designed for process

control. The model developed using this method provide the dynamic relationship

between selected input and output variables with ±20% model errors, and is limited

to the first-order-with-dead-time models only.

It is common to model an input - output response based on step responses. In this

procedure, the process was first brought to a consistent and desirable steady state

operating point, and then a step change is made in the input variable. An important

decision at this point is the magnitude of the step change to make.

• If the step change in the change in input is too small, the measured output may

not be sufficiently perturbed to develop a reliable model. This is particularly

true if the measured output is noisy. Clearly, the magnitude of the step input

must be enough so that the output signal to noise ratio is high enough to

obtain a good model.

If the step change in the input is too large, the output variable may change too

much and does not reflect the true nature of the plant. This may also be



undesirable because of severe economic penalty. Also if the step input change

is too large, non linear effect may dominate. That is, the operating condition

may become significantly different than the desired condition.

2,3 Internal Model Controller Structure [2]

*3<3<

■♦Conceptual line for control computation

Figure 2 Standard IMC structure

The distinguishing characteristic of this structure is the process model, which is in

parallel with the actual process (plant). Note that ( ~ ) is generally used to represent

signal associated with the model. Lists of transfer function variable shown in the IMC

block diagram are given below:

d(s) = disturbance

d(s) = estimated disturbance

gp(s) = process

gpOO = process model

q(s) = internal model controller

r(s) = set point

r(s) = modified set point (corre

u(s) = manipulated input (contr<

y(s) = measured process output



y(s) = model output

Notice that the feed back signal is:

d(s) - (gP(s)-gP(s))u(s) + d(s)

And the signal to the controller is:

r<» = r(s)-d(s)

r(s) - (gp(s) - gp(s) ) u(s) - d(s)

The reasons for feedback control include the following:

• Unmeasured disturbances

• Model uncertainty

• Faster response than the open loop system (with static controller)

• Closed loop stability ofopen loop unstable system.

There also some limitation in certain cases where:

a. Perfect model with no disturbance

If the model is perfect ( gp(s) = gp(s) ) and there is no disturbance (d(s) = 0), then the

feedback signal is zero. The relationship between r(s) and y(s) is then

y(s) = gP(s) q(s) r(s)

So, the relationship is the same with an open loop control system design.



b. Perfect model with disturbance effect

If the system perfect ( gp(s) = gp(s) ) and there is a disturbance, then the feedback

signal is

d(s) - d(s)

This illustrates that the feedback is needed because of unmeasured disturbance

entering the process.

c. Model uncertainty with no disturbance

If there are no disturbances (d(s) = 0) but there is model uncertainty ( gp(s) ^ gp(s) ),

which is always the case in the real world, then the feedback signal is

d(s) = (gp(s) - gp(s)) u(s)

This illustrates that feedback is needed because of model uncertainty. The close loop

relationship is thus:

y(s) = gP(s) q(s)
r

r(s) + l-gP(s)q(s) d(s)

i+q(s)(gp(s)-gp(s))
v.

l+q(s)(gp(s)-gp(s))
V



2.4 IMC-Based PID (Equivalent Feedback Form to IMC)

The derivation of standard feedback equivalence to IMC is using the block diagram

manipulation. Begin with the IMC structure shown in Figure 3; the point of

comparison between the model and process output can be moved as in Figure 4.

Figure 4 can be rearranged to the form of Figure 5. As the result the IMC structure

can be rearranged to the feedback control structure, as shown in Figure 6. The

reformulation is advantageous because the PID controller often results when the IMC

design procedure is used. The feedback from must be used for unstable process.

<5)

m

!=,

*(*)

IMC

CaniroUer
Ofr)

Mattel

Conceptual linefor control computation

Figure 3 IMC structure

Figure 4 Cosmetic change in IMC
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CHAPTER 3

METHODOLOGY

The procedures of the project should be identified to have an appropriate management

for the Final Year Project schedule and to make sure that the project flow is more

systematic.

3.1 Literature Review

Literature review plays significant impact to strengthen the basic knowledge about

anything related to the project. Internet is the main source for the study, as well as

books, journals, articles and reports done by any researcher in this field. MATLAB

need to be revised in order to familiarize with the coding (syntax) and Simulink

application.

The author also required to understand the plant loop process (Heat Exchanger

temperature control - TIC634). The temperature at TT634 is controlled by the flow at

control valve 631). The P&ID or the loop diagram is shown in Appendix A.

3.2 Project Planning

Since this project has been planned for two semester work, the project plan should be

scheduled in such a way that can fix the time for the two semesters. The author and

supervisor can easily monitor the progress of the project. For the first semester, the

study will cover the modeling techniques for the heat exchanger plant by using the

empirical and statistical modeling. Most of the plants works will be done in the Plant

Process Control System Laboratory. Some ofthe modeling and all the simulation will

be based on the Simulink (MATLAB) software.

10



For the first phase, author should be able to state the best method to have the accurate

transfer function of the heat exchanger plant.

By right for the second phase, author has to deal with the modeling, designing, and

simulation of the controller. At the end, the performance analysis should be done to

compare the performance ofboth conventional PID controller and IMC.

Semester 1

LITERATURE REVIEW

IMC, PID, MATLAB, PLANT
PROCESS

I
MODS. THE PLANT USING

EMPIRICAL MODELLING

bh es) w« am w tarn Mb •

' r

nt warn hb H> b> oh «b tat

•

DESIGN CONVENTIONAL

PID CONTROLLER

DESIGN INTERNAL MODS.

CONTROLLER jIMC)

1
ISemester II

COMPARISON OF

PERFORMANCE

Figure 7 Project methodology

33 Tools and Equipment Used

MATLAB is the main software that is used in this simulation. The UTP pilot plant

which is Plant 6 (Heat exchanger temperature control loop) in the plant process

control system (PPCS) Laboratory will be used throughout the project period. The

Distributed Control System (DCS) used by the laboratory is manufactured by Pc

Automation Sdn. Bhd. The manual procedure to setup the loop control is attached in

the Appendix B.

11



Through the plant experimental execution, the dynamic data is generated in which the

process is perturbed by making small changes in the input variable. This data will be

used to determine a model that describes the input-output behavior of the process

adequately for use in process control.

3.4 The Empirical Modelling [2]

The empirical modeling technique is chose to be a method to develop the plant

model. The plant model is very important throughout the project. Every analysis done

will be used the same developed plant model.

3.4.1 EmpiricalModeling Procedure

This procedure ensures that proper data is generated through careful experimental

design and execution. The procedure also makes the best use of the data through

analyzing and verifying result from the real plant data collection. At the completion

of the procedure describe in this section, an adequate model should be determined.

Apriorlowwkdse Start

E*4icrinwgtal Dwfen «— ~j
+ 1

Plant Experiment

+
Determine Model

Strmrtuxe ^_ . j

+

Alternative
Parameter estimation

*
Solution

Diagnosis evata&tbn

+
Model verificatien

Conytenon

Figure 8 Empirical modelling procedure
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i. Experimental design

An important yet an often underestimated aspect of empirical modelling is the

need for proper experimental design. Since every method requires some type

of input perturbation, the design determines its shape and duration. It also

determines the base operating conditions for the process, which essentially

determine the condition about which the process model is accurate. The

magnitude of the input perturbation is determined. The design requires a priori

information about the process and it dynamic responses. The result of this step

is a complete plan for the test which should include

1. A description of the base operating conditions.

2. A definition ofthe perturbations.

3. A definition of the variables to be measured, along with the

measurement frequency.

4. An estimate of the duration of the experiment.

ii Plant experiment

The experiment should be executed as close to the plant as possible. Large

disturbances during the experiment can invalidate the result. Therefore, plant

operation should be monitored during the experiment since the experiment is

designed to establish the relationship between one input and output, changes

in other input during the experiments could make the data unusable for

identifying dynamic model. The data collected from the plant is restructured

into tabular form which is attached in the Appendix J.

For an open loop system, a small change for the manipulated variable (as

input) is introduced to generate the dynamic response of process variable (as

output). MV was manually increased by 20% control valve opening (TTC634)

and the temperature curve (TT 634) was observed. The process dynamic curve

for TT 634 is shown in the Appendix C.

13



iii. Determine model structure

The initial structure is selected based on prior knowledge of the unit

operation, perhaps based on the structure ofthe fundamental model, and based

on patterns in the experimental data collected. The goal is not to develop a

model that exactly matches the experimental data. Rather, the goal is to

develop a model that describes the input-output behavior of the process

adequately for use in process control.

iv. Parameter estimation

At this point a model structure has been selected and data has been collected.

Two methods are used to determine values for the model parameters so that

the model provides a good fit to the experimental data. One method uses

graphical technique; and the other one uses statistical principles. Both

methods provide estimates for parameters in transfer function models, such as

gain, time constant and dead time for the first order with dead time model.

v. Diagnostic evaluation.

Some evaluation is required before the model is used for control. The

diagnostic level of evaluation determines how well the model fits the data

used for parameter estimation the diagnostic evaluation can used two

approaches:

1. Comparison of the model prediction with the measured data.

2. Comparison of the results with any initial process variable

vi. Model verification

It is appropriate to emphasize once again that the model develops by this

procedure relates the input perturbation to the output response of the process,

14



including all equipment between the input and output. Thus the typical model

includes the dynamics of valves, sensors and other related process equipment.

Two objectives must always be balanced in performing the experimental

procedure, especially in a real plant environment;

1. Maintenance of safe, smooth and profitable plant operation, for

which a small experimental input perturbation is required.

2. Development of an accurate model for process control design

that will be improved by a relatively large input perturbation.

The Process reaction curve is probably the most widely used method for

identifying dynamic models. The process reaction curve method involves the

following four actions:

1. Allow the process to reach steady state.

2. Introduce a single step change in the input variable.

3. Collect input and output response data until the process again

reaches steady state.

4. Perform the graphical process reaction curve calculation.

3.4.2 Process Reaction Curve[1]

The process reaction curve is probably the most widely used empirical method for

identifying the dynamic model. The process reaction curve method involves the

following four steps;

1. Process is allowed to reach the steady state.

2. A step change is introduced in the input variable.

3. Input and output response data is collected until the process

again reaches steady state.

4. Graphical process reaction curve calculation is performed.

15



The graphical calculations is determined the parameters for the first order model with

dead time. The form of the model is as follows, with X(s) denoting the input and Y(s)

denoting the output, both expressions in deviation variables:

Y(s)/X(s) - Kpe -Gs
/xs+1

Where:

Kp (gain) = A/5

5 = input change

A ~ magnitude of the steady state change in the output

t-A/S

S = maximum slope

0 = intercept ofmaximum slope with initial value

There are two different graphical techniques in common use. Method I uses the

graphical calculation shown in Figure 1. The values determined from the graph are

the magnitude of the input change, the magnitude of the steady state change in the

output and the maximum slope of the output versus time plot.

45 1S

Figure 9 Empirical modelling - Method I

Method II uses the graphical calculation shown in Figure 9. The values determined

from the graph are the magnitude are the magnitude of the input change, the

16



magnitude of the steady state change in the output, and the times at which the output

reaches 28 and 63 percent of its final value. This two values are selected to determine

the unknown parameters, 8 and x. The typical times are selected where the transient

response is changing rapidly so that the model parameters can be accurately

determined in spite of measurement noise. The expressions are

45

Y(B+l) -lA (1-e""1) - 0.632 A

-1/3Y(9 + t/3) = A(l-e"M) - 0.283A

"IO 20

lime (mln)
30

15

40

Figure 10 Empirical modelling - Method II

Thus, the values of time at which the output reaches 28.3 and 63.2 percent of it final

value are used to calculate the model parameters.

Where:

t28%^e + T/3 Wo=e+t

T- 1.5 (Wo " t28%) ©= Wo - T

Kp (gain) = A/8

8 = input change

A - magnitude of the steady state change in the output

17



x-A/S

S —maximum slope

9 ~ intercept of maximum slope with initial value

3.5 Conventional PID Controllers (Ciancone Coerrelation and Ziegler-Nichols)

Two tuning methods have been evaluated prior to the tuning procedure. The methods,

namely CianconeCorellation and Ziegler-Nichols, have different control objectives.

The Ziegler-Nichols Tuning Method aims to have an underdamped initial CV

dynamics with 4:1 decay ratio. It does not concern about the MV performance and the

controller designed using this method is less robust compared to the controller

designed using the Ciancone method. However, it guarantees the system to be

maintained in the safe margin of stability. In common industry practice, the desired

control performance is usually set to have one goal, which is usually to achieve the

CV performance ofat least 4:1 decay ratio.

Ziegler-Nichols closed loop with Bode plot;

i. The amplitude ratio and the phase angle in a form of Bode plot is plotted

for GoL(s).Atthis step, the controller is a proportional only algorithm with

the gain Kc set to 1.

ii. The critical frequency and the amplitude ration at the critical frequency

are determined. The value of the gain for the proportional only controller

that would result in the feedback system being in the stability margin is

calculated.

Ultimate Gain: Ku = 1

Gp(jo>)

Ultimate Period: Pu = 2nl o)c

18



iii. The tuning algorithms, kc, tf and Td are calculated based on the Ziegler-

Nichols Tuning method.

The Ziegler-Nichols with Bode Plot tuning method involves calculating the initial

tuning parameters which shown in Table 1 below:

Controller Type kc Tj TD

P 0.5 Ku - -

PI 0.45 Ku 0.83 Pu -

PID 0.6 Ku 0.5 Pu 0.125 Pu

Table 1 Initial tuning parameter for Ziegler-Nichols with Bode Plot tuning method

The Ciancone Tuning Method aims to have the initial CV dynamics with minimum

IAE and the initial MV dynamics within the defined boundary line. The controller

designed using this method is also robust, where it is able to perform good control

over noisy CV with ±25 % error in the model parameters. However, it does not

guarantee the system to be maintained in the safe margin of stability. The Ciancone

method involves calculating the fraction dead time, [9/(0 + x)], and obtaining the

respective tuning constants by referring to the standard Ciancone Tuning Correlations

Chart as shown in Appendix I.

Ciancone Correlation tuning procedure:

i.

ii.

iii.

iv.

v.

The dynamic model is determined using empirical modeling to have the

value ofkp, Oandt.

The fraction dead time, 9 / (9 + x) is calculated

The appropriate correlation is determined whether disturbance or set point.

The dimensionless tuning values is determined from the graphs for the

kckp,xi/(0 + x),andxD/(e + x)

The tuning algorithms, kc, xi and xd are calculated.
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3.6 Basic IMC Design Procedure

u(S) 3fe(s) •*-><*)

Figure 11 Basic ideal process model

The assumption is made that the model is perfect, so that the relationship between the

output, y and the set point, r is given by equation:

y(s)-gp(s)u(s)

1. The process model is factored into invertible and non-invertible elements.

The factorization is performed so that the resulting controller will be

stable.

2. The idealized IMC controller is formed. The ideal internal model

controller is the inverse of the invertible portion ofthe process model.

3. Filter is added to make the controller proper. A transfer function is proper

if the order of the denominator polynomial is at least as high as the

numerator polynomial.

4. The filter tuning is adjusted to vary the speed of response of the closed

loop system.

3.7 IMC-Based PID Feedback Design for Processes with time delay

1. The first order Pade approximation is used for dead time.

e"fls~ (- 0.50s +1)/ (0.59s + 1)

2. The noninvertible element is factored out.

g~(s) =kp/(xps+l)(O.50s+l)
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gp+(s) = -0.59s+1

3. The idealized controller is formed.

q(s)-(xps+l)(0.59s+l)/kp

4. The filter is added.

q(s) - q(s) f(s) = [ (xps + l)(0.59s +1) / kp ] [ 1 / (Xs + 1) ]

5. PID equivalent is determined.

gc(s) =q(s) / (1- ^p(s)q(s)) - q(s)f(s) / ( 1- g>)q(s)f(s))

gc(s) = q(s)f(s) / ( 1-gp+(s)f(s)) - [l/kp][ (xps + 1X0.59S +1) / (0.59s +1)]

6. Multipliedequationby [xp + 0.5] / [9 / (xp+ 0.5)] to find PID parameter.

kc=(xp + 0.5e)/kp(A. + 0.59)

xj= Xp + 0.56

Xd - tp9 / 2 tp + G

3.8 Performance test, fine tuning and observation

Following the tuning of both conventional PID controller and IMC, performance tests

are then conducted in order to observe the initial behavior of the controllers designed

previously. A series of performance tests need to be done subsequently. All tests are

done in simulation using the MATLAB Simulink. The configuration of the simulation

blocks used to test the feedback control performance and the IMC control

performance are included in Appendix F and Appendix G, respectively.

In the entire control performance test, the tuning parameters obtained using the
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preferred tuning methods are testified whether they can perform acceptable feedback

control on the temperature. The requiredspecification is a CVperformance with at

least 4:1 decay ratio and ±2% allowable band.

The feedback controller design will then require an additional procedure - fine tune.

Fine tune is necessary to improve the feedback control performance by means of

adjusting the tuning parameters accordingly. An effective method of fine tuning is by

trial-and-error. A rough guideline for fine tuning is to multiply the tuning parameter

by 0.75 if it is to be decreased, and to multiply with 1.3 if it is to be increased. The

guideline ensures that the magnitude of change of the respective tuning parameter is

not large enough to skip the best possible value.
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CHAPTER 4

RESULT AND DISCUSSION

4.1 Identify the Process Reaction Curve

The dynamic response data of the system is shown in the Appendix C. Diagnostic

evaluation is done towards the process reaction curve, and it is found that the output

variable responded to the change by returning to the initial value with a small,

negligible difference. The result for the diagnostic evaluation on the process model

data is shown below. From this result, the accuracy of the process model data is

conclusively verified.

5 J5.0-I
.2 O

y^~
%. Small, acceptable magnitude

\ ofnon-ideality

t

j,—

o
48.7

« 50-
•Q —
in c

a —

= 30-

Experiment Time (second)

Figure 12 Diagnosis evaluation for process model

The reaction curve represents a first-order-with-dead-time model and has the

following characteristics:

KP T e Estimated Error

Method I 0.235 2.91 1.3 1.68%

Method II 0.235 2.25 0.22 2.22%
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The IAE of Method I is calculated less than the IAE of Method II. The result of the

reaction curve is not affected by the noise. Therefore, the slope of the reaction curve

can be clearly determined.

Method II is preferably used for the signal with high frequencies of noise where there

is difficult to identify the slope value. Both calculation of Method I and Method II are

attached in the Appendix D and Appendix E, respectively. The plant model transfer

function using the variable calculated from Method I:

Y(s)

X(s)

-8s
KPe

TS+1

-1.3s
= 0.235 e

2.91s+ 1

The block diagram that represents the process model is shown in Figure 13 below.

An observation on the process model is that it has a relatively large dead time (1.3

minutes). However, this value is reasonable since the process being modeled is

temperature, which has slow dynamic characteristic:

GpOO

e-L3s 0.235

(2.91s+1)

Figure 13 Process model block diagram

In order to verify the accuracy of the data used for modeling the process, diagnostic

evaluation is performed by means of checking the process response for any non-
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ideality such as unmeasured disturbance or a sticky valve that did not move as

expected. Diagnostic evaluation is done by returning the input variable back to the

initial value.

Naturally, the output variable will not return to exactly the same value due to the

nonideality. [Figure 12] However, if the difference between the output variable

before and after the valve is returned to the initial position is too large (i.e more than

50% of the change in output variable recorded during the experiment), then the

empirical model is most likely corrupted by disturbance. The experiment should then

be repeated.

4.2 PID controller design (Ciancone correlation tuning method).

-1.3sGp(s) = 0.235 e

2.91s +1

The result and calculation of the initial tuning using the Ciancone Correlation tuning

method is shown in the table next page. The Ciancone Correlation Chart is shown in

Appendix I.
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No. Criteria Measurement

From plant model

1 Process gain, Kp 0.235

2 Process dead time, 0 (minutes) 1.3

3 Process time constant, t (minutes) 2.91

4 Fraction dead time, 0 / (0 +1) 0.413

From Ciancone correlation table (refer Appendix K)

5 KcKp 0.8

6 ti/(0 + x) 0.75

7 xD/(e + r) 0.06

Calculated value (only for PI1) controller)

8 Process Gain, Kc 3.4

9 Integral Time, t i 3.158

10 Derivative Time, Td 0.235

Table 2 Initial tuning algorithm for Ciancone correlation tuning method

The dynamic response of the initial tuning is shows in Figure 14 and Figure 15

below:

Figure 14 CV dynamic response for Ciancone tuning method
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Figure 15 MV dynamic response for Ciancone tuning method

From the CV dynamic response curve, it shows that the system reached zero offset

with 9% OS, fast rise time-2 minutes, while the settling time is 20 minutes. The %OS

of MV is 36% which is quite low in a real plant process.

4.3 PID controller design (Ziegler-Nichols closed loop method with Bode plot)

Figure 16 below showsthe value of the ultimateperiodand controllergain to be used

in the Ziegler - Nichols technique. Refer to Appendix H for the calculation method.

No. Criteria Absolute Value

1 Magnitude, Ku 17.85

2 Frequency, Pu 4.52

3 Process Gain, Kc 10.5

4 Integral Time Constant, t i 2.26

5 Derivative Time Constant, to 0.565

Table 3 Initial tuning algorithm for Ziegler Nichol tuning method
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Frequency (radfeec)

System: G
Frequency (radfeec): 1.39
Magnitude (dB): -25

System: G
Frequency (radisecy. 1.39
Phase ((teg):-180

Figure 16 Bode plot to find the ultimate gain and period

Figure 17 and Figure 18 below show the result of the initial tuning for Ziegler

Nichols tuning method. The system reached zero at same time with the Ciancone

correlation which is 20 minutes. The different is only with the rise time and %OS.

There is no over shoot and the rise time is 1.5 minutes. It is designed as an overdamp

system by using Ziegler Nichols tuning method.

Figure 17 CV dynamic response for Ziegler Nichols tuning method
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Figure 18 MV dynamic response for Ziegler Nichols tuning method

4.4 Comparison Analysis of the Conventional PID Controllers.

The analysis of the process control and manipulated variables has been done through

the previous Section 4.2 and 4.3. Table below summarized the observation of both

conventional PID controller tuning methods:

Ciancone Correlation Ziegler-Nichols
i

CV percentage overshoot 10% OS 0

MV percentage overshoot 36.8% OS 110% OS

CV decay ration 0 0

Rise Time 1.5 minutes 2 minutes

Settling Time 20 minutes 20 minutes

Table 4 Comparison result for initial tuning ofboth PID controllers tuning method

For Ciancone the fine tune system actually has 10% of overshoot in CV, an instant

overshoot to 36.8% in MV. The decay ratio is approximately zero which means that

there is no second overshoot occurred. On the dynamics of the response, it takes 1.5

minutes to reach 63% of the final value and 20 minutes of settling times. Meanwhile,
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the Ziegler Nichols method developed an overdamp system which is without

overshoot. With the same value of settling time, it created a very large overshoot for

the MV which is 110%. The dynamics is fast that the rise time is approximately 1.5

minutes. The Ciancone tuning method result is complied with the control

requirement.

Figure 19 Comparison result of CV performance for initial tuning

Figure 20 Comparison result of MV performance for initial tuning
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4.5 Ideal IMC Design with Delay-Free for Stable Process

Setpoint

€>

FODT model:

2.91s*l

6j*0J235
lit a

Controller Transfer Fen wrth filter

Irtl Outl

Plant Model. <5p(s)

ml Outl

Controller Modat

Figure 21 Ideal Internal Model Controller

-0.22sgp(s) = 0.235e^/ 2.25s + 1

Process model is factored into invertible and non-invertible elements:

_ /„-0.22sgp(s) = gp+(s) gp.(s) = (e^ ) (0.235 / 2.25s + 1)

The idealized IMC controller

-l ,„^ _q(s) = gp."1 (s) = 2.25s +1 / 0.235

:H3
Scopel

Add filter to make the controller proper ,n = 1 (FODT):

fi» « 1 / (fcs+1) '

qXs)-q(s)f(s) =gV(s)f(s)

Finally Xis adjusted for response speed and robustness. From the graph below shows

that by increasing the value of X, the system become slower. But then the system still

reached zero offset.
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Figure 22 Process response by adjusting the X

4.6 IMC - Based PID Design for First Order with Dead Time

After the basic model of IMC is completed, the model is then compared with the

conventional PID feedback model. The equivalent result is shown in Appendix K.

kp -0.235

0 =1.3

tp -2.91

kc =(Tp+ 0.5G)/[kp(^ + 0.50)]

H =Tp + 0.50

TD -Tp0/[2Tp + O]

4.7 IMC Control Performance Test and Fine Tuning

For the IMC, the tuning technique is simpler where only the Xneed to be varies to

achieve control objectives. Table 5 below shows the value of kc that affected by the

occurrence of the X. The results of the comparison are shown in Appendix L.

Fine-tune will improve the settling time and the rise time with desirable overshoots.
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More importantly, fine-tune will ensure that the control performance will achieve the

predetermined goal; a CVperformance with at least 4:1 decay ratio, a maximum

overshoot of 25% and ±2% steady-state band. The red dotted line present the best

tune for IMC.

TESTl |

X= 0.1 •

TEST 2 |

X~l •
1

TEST 3

X = 2

TEST 4

X=*5

TESTS

Ji = 10

kc 20.20 | 9.18 1 5.72 2.68 1.42

Tl 3.56 ' 3.56
1

1
3.56 3.56 3.56

Td 0.53 1 0.53 1 0.53 0.53 0.53

Observation

%OS 0 1 0.9 1

1
6.82 18.2 56.2

Rise Time (min) 0.7 , 1.3
1

1.8 2.1 2.3

Settling Time (min) 50 • 13 1

U

13 22 25.5

Table 5 Tes result with different value of A.

Figure 23 and Figure 24 show the fine tuning result for the IMC. The result achieved

when the value of X is set to 1. This is the best performance of the system with

smallest %OS which is only 0.9% OS, 1.3 minutes rise time and also 13 minutes

settling time.

Figure 23 Control variable after fine tuning
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Figure 24 Manipulated variable after fine tuning

4.8 Fine Tuned Conventional PID Controllers to match up with the IMC.

The PID Feedback control performance test uses the tuning parameters obtained

previously, which is then followed by fine tune if necessary. This procedure is done

in the simulation using MATLAB Simulink. The calculated tuning parameters

obtained provide close estimation on the optimum control performance. Both

conventional PID controllers are fine tuned to match withth^IMC performance.

Figure 25 CV dynamic response of Ciancone tuning method after fine tuned
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Figure 26 CV dynamic response of Ziegler Nichols tuning method after fine tuned

For the Ciancone tuning method, the goal is met when the Proportional term is

increased to 7.47 and the Integral term is decreased to 3 seconds while Derivative

term is increased with 0.516 for more aggressive performance. The desired result is

shown in Figure 25 above.

For the Ziegler Nichols tuning method, the goal is met when the Proportional term is

decreased to 7.875 and the Integral term is increased to 2.938 seconds while

Derivative term is maintain with 0.565 for more aggressive performance. The desired

result is shown in Figure 26 above.

Figure 27 and Figure 28 below shows the CV and MV dynamic response

comparison after fine-tuned control performance for the feedback controller, with

respect to2.2°C set point change:
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Figure 27 CV result after fine tuned of all methods

Figure 28 MV result after fine tuned ofall methods

Table 6 next page summarize the result after fine tuned for both conventional PID

controller, using Ciancone Correlation and Ziegler Nichols tuning method.
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Ciancone Correlation Ziegler Nichols

Initial Fined-Tuned Initial Fined-Tuned

Decay Ratio 0 0 0 0

CV Overshoot 10% 0.45% 0 1.36%

MV Overshoot 36.8% 57.89% 110% 63.15%

Rise Time, Tr 1.5 minutes 2 minute 2 minutes 2 minute

PeakTime, Tp 7.5 minutes 7 minutes 0 7 minutes

Settling Time, Ts 20 minutes 15 minutes 20 minutes 15 minutes

Table 6 Dynamic Responses for Initial and Fine-Tuned Feedback Control

Ciancone Correlation Ziegler Nichols

Initial Fined-Tuned Initial Fined-Tuned

Process Gain, kc 3.4 7.47 10.5 7.875

Integral Time, xi 3.158 3.158 2.26 3.819

Derivative Time, td 0.235 0.516 0.565 0.565

Table 7 Tuning parameters value for initial and fine tuning

4.9 Analysis and Comparison

From the result, it is shows that it is very easy to tune the IMC controller based PID

compared with the conventional PID controllers. Only one variable, Xis tune to have

suitable process control for the IMC base PID controller. By reducing the value of X,

the response of the system becomes faster.

From two experiments for conventional PID controller tuning which have been done,

both method can be fine tuned to have better performance of the system. For the

conventional PID controller, the tuning parameters cannot be optimized

independently. The difficulties occurred when to determine the suitable value of all

the tuning parameters kc, ti and Tt>. Compare with the IMC,only the X, is tuned to have

a betterperformance ofthe system. Table 7 summarizes the parameters changes after

fine-tune of the conventional PID controllers.
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CHAPTERS

CONCLUSION

5.1 Conclusion

The results and outcome of the project must be judged based on diagnostics and

knowledge ofthe process behavior based on some fundamental models. The project is

expected to challenge the author to familiar with some types of modeling technique

and the process of the real plant operation. At the end of the project, the student will

be able to outline the benefits of using Internal Model Controller to control

applications and to suggest the suitability of real-life implementation with strong

reason and background information.

The modeling technique used throughout the project is Empirical modeling technique.

All the tasks including design and simulation during the project period is done using

the MATLAB Simulink version 6.5.

The comparative study between controller, IMC and conventional PI controller has

been done. The most advantage of the IMC is more on tuning parameter where it is

only required to tune only one tuning parameter, X. By using the conventional PID

controller, the controller gain, kc, f i and td have to be tuned in order to have better

performance.
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CHAPTER 6

RECOMMENDATIONS

The project can be extended to cover more aspects of case study. Further analysis can

be done if the project timeline is extended and the project scope is broadened:

6.1 System Identification and Modeling Techniques Improvement.

The knowledge should be continually updated. It is very important to have an

accurate plant transfer function, because the transfer function will be used throughout

the design process. The knowledge about the basic controller such as PID controller

has to be improved in order to implement other controller such as Internal Model

Controller to a certain system.

6.2 Hardware Implementation.

If the designed of IMC can be physically developed and installed to the control

system of the heat exchanger pilot plant, comparison analysis can be performed in the

real environment. It is important to have more accurate result because in design

process most of the cases are assumed to be ideal.

6.3 More Comparison Against Other Types of Tuning Methods.

There still a lot more tuning method can be used and each every method has their own

objectives to be achieved. By comparing more controllers, the performance analysis

of the controller will be more accurate.
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APPENDIX A

P&ID OF HEAT EXCHANGER LOOP CONTROL



APPENDIX B

SETUP PROCEDURE OF THE LOOP CONTROL

This experiment is to divided into Four (4) sections:

- Section A: is for the student to Identify die Process,
- Section B: is for the student to perform Open Loop Controller Tuning,
- Section C. is for the student to performCTosedLoop Controller Tuning, and
- Section D: is for the student to carry out Peifoi manse Test for the Control Loop.

PREPARATION;

STEP ACTION REMARKS

i Ensure that all Utility Services are ready (ie. Switch on
Power Supply to Control Panel and Switch on Air Supply
System to the Pilot Plant).

2 Open hand valve HV300 and HV320.Fill The Vessel VE
610 and VE660 with water until it reach the high level.

3 Ensure that the DCS is Ready (ie. It is communxcaiingproperlywith
the control Panel}

4 Whenthe computer start up, go in the Home page and then perform
the login experiment operation .

"Ejiperiment 4 : Simple
Heat Exchanger
Temperature Control
(TIC-634)" will appear
aftei lasti perioral the
login Experiment
operation.

5 Switch on heater HE611A J3E61 IB ,CL640 and CT650.

6 Open theControlValveFY 664Manually(30% open)

7 Open theContiolValveFY 631 Manually(40% open)

S Open or Close handTalves at the Pilot Plant as follows:

-OpenHandValveHV611,HV600, HV631, HV632.HV640 and
HV661 , Close others

Hand Valves to be

Open/Closed Fully

9 Start the pump V663 and P613.

10

Stop the pump P663 and Pe* 13.when temperature of water inVEtflO
reach 6Q degree celcius.



Experiment 4- SHmple Heat Exchanger Temperature Control (TIC634)

SECTION ProcessIdemifiration

4A.1 Start Expeiiineni
STEP ACTION REMARK

I Open control valve FY664 to 25% manually.

3 Start Pump Fo"o"3, F613

Start CT35Q, CL340.

Setifte"RUN /STOP"

Button to "RUN"

4 At the TIC634 Controller faceplate manualLy open conrol Valve

FY €34 to 40 %

5 Observe the Temperature Curve (TT-614) from the trend window and
wait until it has stabilised

6 At the PID Controller Faceplate (TIC-6"34) , make a step change of
between 10 % to the control valve manually

MV=50 %

7 Observe the Temperature Curve (TT-634) from the Trend Window
and wait until it hasStabilized to a new constant value, then Freeze
the trend window

S Print out the PV Trend curve. Print in color

9 Stop Pump T663 and R513

Stop theCT650 andCL640

Set the "RUN/STOP"

Button to "STOP"

4A2 Resiilt Analysis

1 Comparethe Temperature curvewitha set ofexpectedprocess
Reaction Curves provided in Appendix A of this manual

2 Identify the process response with the correspondingReaction Curve

3 Make several measurement as per the Reaction Curve chart. Refer Appendix A1

4 Sketch a Block Diagram to represent the process andDesciibe th&
Characteristics ofthisProcess.

Dead time, Capacity/Rate
of Rise, Time Constant
Noise, etc

5 Suggest the suitable Control Modes far sPID Feedback Control Loop
for regulating of the process.

eg. P, I, D settings



Experiment 4- Simple Heat Exckanger Temperature Control fTIC-634)

SECTION 4B OpeiiXoop Tuning Method

4BI Tabulation itud Aunlvsis of Result

STEP ACTION REMARKS

1 Usmgtheprintedgraph obtained from Section above (Process
Analysis) above, measure and tabulate the relevent values asrequired.

Refer to Appendix B, Table B~l as example.

Note dB^anddMare

change from the 1st
stable output to the
2nd

2 Base on the equaiionsfor Open Loop Tuning, calculate the required
controller tuning parameters.

Refer to Appendix C, TaMe C-l.

3 At the TIC 634 controller faceplate, key in the calculated controller
tuningparameters

4 You are now ready to test the performance of the Control Loop.
Proceedto SectionDto continue.



Experiment 4- Simple jfeat E\«-h:mfer Temperature Contral (TIC-634)

SECTION4C ClosedXoop Tuning Mediod

4C..I Stair Ex-peiiiaent
STEP ACZ70K REMARKS

I Open control valve FY664to25% manually.

2 At the TIC -634 controller Faceplate Set the Controller Gain to 3%
the Integral time to 9999, and the Derivative time to 0.

3 Set the Controller to Manual mode ,

4 Start Pump F663 and F613

Start the CT650 andCL640

Set the "RUN /STOP"

Button to "START"

5 Slowly Open the Control Valve FY-631 to bring the Process Value
(PV) to almost equal to the SetPoint.

Adjust throughMV

6 Observe the Process Value (TT634) from the Trend Window and wait
until it has stabilised to a constant value

7 Set the Controller to Auto mode

8 WaitforineProcessValue(FV) ofTT631 andFY631 to stabilise

9 Make aSmall Step Change to theSet point of theTT634 (ie.increase
the set point by 10%)

10 Observe the Process Value (TT634) from the Trend Window. If the
PV response is notoscillatory double the controller gain value until it
becomes oscillatory.

11 IftheFV response is oscillatory, observe whether Ike magnitude of
PV is increasing or decreasing. If it is increasing, reduce the
controller gain by 1.5 times. If thePV is decreasing, increase the
controller gain by 1.5 times. Aim to obtain an oscillatory response
with almost constant amplitude.

12

WhenC onstant Amplitude Oscillation is achieved, allow up to 3 or
more oscillation cycles to be recorded andFreeze the trend window

13 Frint out the PV response curve Print in color

14 Stop Pump F663 andP613

Stop theCT650 andCL64Q

Set the "RUN /STOP"

Button to "STOF'

Experiment 4 - Simple Heat Exchanger Temperature Control (TIC 634)

4C 2 Results Analysis:

1 Using the printed graph obtained from Section above, measure and
tabulate the re levant value s as re quire d.

Refer to Appendix B, Table B-2 as example.

2 Base on the equations for Closed Loop Tuning, calculate the required
controller tuning parameters.

Refer to Appendix C, Table C-2.

3 At the TIC634 controller faceplate, key in Hie calculated eontiollet
tuningparameters.

4 You are now ready to test the performance of the Control Loop.
Proceed to Section D to continue.



Experiment,4— Shaple Heat Exchanger Temperature Control (TIC 634)

SECTION 41): Coniiol Loop Fetfoimanre Test

4D.I Stair Experiment:
STEP ACTION REMARKS

1 Open control valve FY664 to 25% manually.

2 At the TIC-634 controller Faceplate, setits P?l7D parameters obtained
from the previous experiment.

3 AdjusttheSetPoint(SP) ofTIC334to45

4 Start thepump P613 andP663 .Startthe CT650, andCL650 via the
computer

Set the "RUN /STOP"

Button to "RUN"

5 Adjustthe controller oufcput(MV) until its process value (PV) is close
to its set point (SF)

6 Set the Controller to "Auto. Mode"

1 Observe its PV curve (TT-634) from the Trend Window and wait
until it is reasonable stable-

8 Increase the controller Set point (SP) by making a step change of
increment of5.

9 Observe its PV curve (TT-634) from the trend window and look for
some typical response characteristics.

10 Capture the important process re.sponses and print out the Trend curve Print in color

11 Stop the pump P613 andP663 .Start the CT650 andCLo"50 viathe
computer

Set the "RUN /STOP"

Button to "STOP"

41) _ Tabulate and Analyze Results

1 Using the printed graph obtained from Section4D.1 above, measure
and tabulate the relevant values as required.

Refer to App endix B, Tab le B-3 as example.

2 Describe the Characteristics of the Process response.

3 Discuss the functions of each coitoller lining paiameters,F,l andD.

4 Suggest any improvements to the process control loop and its total
error.



APPE3DIXA

Pr&cemBhwk Diagram
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Figj^-3: Integrating Process Reaction Curve
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Proves?Reaction fVmv >

Process

Output; B J i

"? .^J

Controller

Output M
Changein controller output cJM

*. T>-

FigA-^f: Dead-time Process Reaction Curve

Pr'i*e*f.%v R&tciitm Cnrtv 4

GJs)-
Ts±l

Slope
Frocess f (Tangefltline)
Output, B

Ultimate V alue

of Reaction Curve, dB

63% of

dB

Controller

Output, M

-Ijr ProcessOutputReactionCurvie

—* ~ * Time, t
Time Constant T

Changeincontroller output dM

••Time, t

Fig A-i: First Order Process Reaction Curve
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Ptveessf Reacfivn Cwrtv 5

Process

Outputs

63% of

dB

Controller

Output,

r.

Ultimate V alue ofReactionCurve

Time, t

Change incontrofier output dM.

-*• Time, t

Fig A-6: Second Order Process Reacttan Curve

ProeexxR&aeritfn Curw 6

Q i£* =
AT.

a . -, m -1I?!*+r2s +...+ rBs+ i)

2nd. Order ReactionCurve

Process

Output
(Controlled
Variable)

Hi^ier Order
ReactionCurve

"*• Time, t

Fig A-7: Higher Order Process Reaction Curve
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Table B. 1: Resultsfor Open Loop Tuning

Measurement Test! Test 2 Tests Average

Changein Manipulated
Variable, dM

Changein Ultimate Value,
dB

ApparentTime ConstantT

ApparentDeadTime, T

Calculations: ;.-•. •-'•-':•'.•• .,-\=-r';'-,'•.'•/Tv.- 'X:-zi;~\ '

Steady State Process Cain
K, - dB ./dM

R-T./T

Tuning Parameters: -••.-.-•• •-- '•' ~~^-~'. '.'?.'• .''•••':}

'/t-'~X[/~X
K, (Gain)

IntegralTime, T,
(minutes/repeat)

Derivative Time, T,

(minutes/repeat)
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Table B.2: Resultsfor CkosedLoap Tuning

Measurement Testl Test 2 Test 3 Average

K Ultimate Controller Gain

Time for 3 Oscillation

periods, or more
!''.""."""""-. »"-"•- """""""" "•""-"" 7~~~..' . •',- ;. ""-~: ,. .;-:,_:.{,.•;.- •"' . ".""...";. : .:."""•" -'.. "• 7"S:

CALCULATIONS:

Ultimate Time T-> Time for

one Oscillationperiod)

Tuning Parameters: Testl Test 2 TestS Average

Kc (Gain)

Integral Time, T.
(minutes/repeat)

Derivative Time, T-.

(minutes/repeat)

APPENDIX C

SECTION CI: Cafctttation of Open L*M*p Tuning Pmnnwims

Cohen & CooitRwles

The Cohen S: Coon tuning ride assumes that rhe £- slipped Process Reaction curve cm
be approximated by a processmodel consisting ofa First order lag and a.Dead Time,

-r j: K.

{Ts + \)

Fig CI Approximation to j>-shaped
Pi ocess Reaction Curve



Table CI Open Loop Timing - Conlrolkr Parameter CakuLafions

ContralModes

P only

P+I

P + D

P + I4-D

K* = RKpn 3J

Calculation

(R^Tt/T)

**" .*§> io"^ ir

Ti- Td.
(30 + 3R)
{9+ 20R)

K« =
1 „5 Jc\

tb= i#
(22+JW)

•RJ.P;s 41

Ti= ;:r^.
(32+6R)

(13+fl?)

TD = ,2tf
(11+2/?)

SECTION C2: Catcwfaifoit *yf Clmed L**ep Timing Parameters

Ziegler-Nichols Rides

Table C 2; Closed Loop Timing - Controller Parameter Calculations
Control Modes Kc

P only K = 0.5K

Vv..-:i;-.v ---fi - -~.^~\..i -,- \~/::\, ~.7T\ •-••':* ;7TV:S^-.~^.;,;.^^..^~:-:7:^-.-";"%'. ..../v ^TT •..". - ... ." '."-..-.'., J". .•

p+r K = 045K..

T..T/1.2

'•"•/,' "=j". "_'":"j ! ;-S;"-; -.:---'_ - ""-•, ~~-"." -—"-"" " "T7"".,-.-;?•"-:~,-;~?^~ . T7 ••• --•" "•', . •. •.•',....•

P + l+D K- = G.6K

T.= t a

T.-T78
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APPENDIX C

PROCESS DYNAMIC OF TT634

c A i

" • , • < -., ••• *° '-">! •'•

' -J,
• • -*"1• •• 1

" !'

: • i •

£

.. •?!

'•••••! s 2. -
• • o 0

••=• i

'. ! •••:•••
"'"" • - ". 1 '

1 . . '•
.'. t •

" 1 '• •
.. j. _ .

• "r i ;

1 . .

i

('<"••

•.' \\\' , -•• -.:•••.

>;;%«
•\ '••.

." I- V- •:!•

,.: ]:;:^-
• :. >

• <

........ ? ..i 1

1 •• t

CD
•o •
o

A

- —
"

*- •

•2 -t-
eg

E?

S «-

C!

S ^

S-5

2 =*
0.-.0

J; *

is

tfOO
O D O

a S3 c*-
«J- *r •*•

cue
ai oi oi

mm n

^r *r * '

• no
QCO-8-

**&

? - .4""

t
8

;



Method 1

APPENDLX D

METHOD I - PLANT MODEL CALCULATION

5 -20% = 0.2

A - 4.7 °C

Kp -A id =0.235

S =7/4.33 - 1.615

t =A/S =2.91

e =1.3

The model transfer function:

Y(s) = KPe"Bs

X (S) TS + 1

i.235 e'Us

2.91s+1



APPENDIX E

METHOD II - PLANT MODEL CALCULATION

Method n

d = 20 %

A = 4.7°C

Kp -A/5 -0.235

0.63A -46.5°C 1©% = 2.475

0.28A =44.8°C t2K%= 0.975

t = 1.5(tc3% - t2s%) = 2.25

0 = t63% - t = 0.225

The mode! transfer function:

Y(s) = KPeDs

X (S) TS + 1

0.235 e°'22s

2.25s+1



APPENDIX F

FEEDBACK CONTROL PERFORMANCE CONFIGURATION

Jn1 Dull"> PID /~

t

Y _/

Setpoin PID Controller

(with Approximate

Derivative)

S< turatic n

Plant Model. eP(s)

FEEDBACK MODEL

•

Scope



APPENDIX G

IMC CONTROL PERFORMANCE CONFIGURATION

Setpoint
+9*

blDutl

5s*0.235

Conttcller Transfer Fen with titter

Plant Model. Gp(s)

-»• InlDutl

Controller Model

IMC MODEL

4H3
Scopel

-K+



APPENDIX H

TUNING ALGORITH CALCULATION USING BODE PLOT

METHOD

Generated Bode Plot using MATLAB;

»s = tf(y);

»G=[0.235/(2.91*s+l)];

» Ganputdelay=i.3;

» bode(G)

Grid

Bode Plot Calculation:

201ogi0X=-25dB

X-logio-J( -25/20)

= 0.056

Based on Ziegler Nyquist Stability Criterion:

Ultimate Gain: Ku

IGp(jto)

1/2.44

0.41

Ultimate Period: Pu - 2n/ coc

29.78



Process Gain, Kc - Ku /1.7

0.24

Integral Time Constant, r j = Pu / 2

4.9

Derivative Time Constant, ti> - Pu / 8

3.73
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CIANCONE CORRELATION TABLE
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APPENDIX J

DYNAMIC RESPONSE DATA

PV MV Noise

43.675 40 0

43.675 40 0

43.725 40 0

4375 40 0

43.75 40 0

43.75 40 0

43.775 40 0

43.775 40 0

43.775 40 0

43.775 40 0

43.8 40 0

43.825 60 0

43.825 60 0

43.85 60 0

43.85 60 0

43.9 60 0

43.9 60 0

44.025 60 0

44.1 60 0

44.225 60 0

44.475 60 0

44.59999 60 0

44.8 60 0

44.975 60 0

45.15 60 0

45.325 60 0

45.475 60 0

45.625 60 0

45.8 60 0

45.975 60 0

46.075 60 0

46.25 60 0

46.375 60 0

46.45 60 0

46.55 60 0

46.675 60 0

46.75 60 0

46.85 60 0

46.925 60 0

47 60 0

47.1 60 0

47.2 60 0

47.25 60 0

47.375 60 0

47.4 60 0

47.47499 60 0

47.55 60 0

47.575 60 0

47.625 60 0

47.625 60 0

47.7 60 0

47.72499 60 0

47.75 60 0

47.775 60 0

47.825 60 0

47.875 60 0

47.875 60 0

47.89999 60 0

47.925 60 0

47.925 60 0

47.97499 60 0

47.97499 60 0

48 60 0

48 60 0

48.025 60 0

48.05 60 0

48.05 60 0

48.075 60 0

48.075 60 0

48.1 60 0

48.075 60 0

48.075 60 0

48.125 60 0

48.1 60 0

48.15 60 0

48.175 60 0

48.175 60 0

48.175 60 0

48.175 60 0

48.175 60 0

48.2 60 0

48.175 60 0

48.2 60 0

48.22499 60 0

48.22499 60 0

48.22499 60 0

48.22499 60 0

48.25 60 0

48.25 60 0

48.25 60 0

48.25 60 0

48.275 60 0

48.275 60 0

48.275 60 0

48.25 60 0

48.275 60 0

48.3 60 0

48.275 60 0

48.275 60 0

48.275 60 0



APPENDIX K

EQUIVALENT DIAGRAM OF IMC AND PID CONTROLLER
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**> IMC
Controller

Process

S|<iO

5*<s)

Model
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NEW ARRANGEMENT OF IMC MODEL
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RESULT OF IMC TUNING

X = 0A

X=l

tt Mv •b



X-

aij-

15

m-

X = 5



x=io

«-

^


