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ABSTRACT 

Text summarization is the process of identifying the important sentences or words from 

the article which later to be represented and combined to generate the summary. There 

exist numerous algorithms to address the need for text summarization including 

Support Vector Machine, k-nearest neighbor classifier, and decision trees. 

In this project, Bayes theorem algorithm is studied and experimented by the 

implementation of a textual summarizer. This algorithm is used to extract the important 

points from a lengthy document, by which it classifies each word in the document 

under its relevant probability of the word's likeliness to be included in the summary 

given the corpus containing the summary done by the experts as the initial probability. 

As the application is used and processed, it would learn and keep track of the 

probability of each keyword so that it would predict the chance of certain keywords to 

be included in the future summarization. 

The objectives of this project are to look at the current situation in the area of text 

summarization research, to study the statistical approach in automatic text summary 

generation, and then to create a simple sample of text summarization tool which takes 

into account the existing research. 

Since the area of the application is specific, which is on oil and gas drilling topic, the 

ready-used corpus on that area is not easy to find. The articles collected are from the 

journals, news and any other information sources which are related to the discussed 

topic. Evaluation of the application is carried out against another accompanying 

system-generated summarizer which is already in the market. Human-made summary 

are used as the ideal or reference summary in evaluating both performance; the Text 

Summarization system and the Word Auto Summarizer. Current results show that the 

Text Summarization system performs better than the Word Auto Summarizer at the 

compression rate 60% and 70% (2/3 of the articles' length) by 11.31% and 10.80% 

respectively. Optimum value for overall performance is 85.82%. 
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CHAPTER I 

INTRODUCTION 

1.1 Background 

The companies nowadays find out that the data they are producing keep increasing in 

number. Those data do not always correspond to information since they need to be 

processed first in order to generate a know ledge or information. As a result, 

information readers or consumers are bombarded with more facts from more sources 

than they are capable of taking in. 

To encounter this issue, the more information should be made more digestible. There 

are ways to make it happen. The long information can be made in a shorter form, 

compressed into a briefer format, so that the users are able to absorb it quickly. It can 

merely point the user to a fuller account if he or she is interested. It can tip the user to 

whether a piece of information will be worthwhile. Or, it can pull similar or related 

sources together into a single summation. 

Doing the process manually by having human beings doing the reducing is time

consuming and expensive. However, with the help of current technology, especially 

Artificial Intelligence, machines or computers have been designed and built and 

programs are written so that automatic summarization is possible. 

Two fundamental approaches are identified to automatic text summarization. These 

methods represent the endpoints of a continuum. The results of both approaches are in 

compression of text, with one result is relatively, while the other is deep and complex 

[5]. 

Text extraction, the least complex end, creates the summaries by using terms, phrases 

and sentences pulled directly from the source text using statistical analysis at a surface 

level. The frequencies of word written are counted and analyzed based on their 
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occurrences, where they appear and reappear in the source text. This is sometimes 

referred to as "knowledge-poor" processing and is rooted in the term-weighting 

algorithms of information retrieval (IR). 

On the other hand, more complex and "knowledge-rich" endpoint is summarization 

through abstracting. The objectives of text abstraction are to have the computer

generated analysis and synthesis of the source text into a completely new text. The new 

text should be shorter but is still cohesive and intelligible. It should also fulfill the 

specific information needed by the users. This process is sometimes known as machine 

understanding, a multidisciplinary endeavor involving information retrieval, linguistics 

and artificial intelligence. 

1.2 Problem Statement 

The rapid improvement of technology has made the text summarization an important 

task to do automatically by the computer. Text summarization process needs to handle, 

organize as well as analyze the source text in order to deliver the summarized ones. 

The ability to analyze and understand huge amount of data of text documents is a 

challenge across many disciplines. For example, we were given a large data sets of 

emails, news, articles, technical research or any other important documents, and we 

want to absorb and understand those information contained in the document fast and 

accurately. With the limited time, it is a need to do the process as fast as possible. 

There is increasing interest in text mining techniques to solve these types of problem. 

There are also various methods to employ text categorization such as neural networks 

[1], regression models [17] and decision trees [8]. However, these methods have their 

own setback which contributes to its poor development of classifiers due to 

performance variation using different types of data collection [ 15]. Therefore, 

numerous researches have been done to further enhance these methods in order to 

better suit and increase the performance of text categorization. 
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By having the same amount of time, but with more information we have, text 

summarization enables us to digest the same amount of information but at a reduced 

effort. It is when the text summarization comes into its realm. The reasons for the text 

summarization become more popular are [13]: 

1. The user may know which documents to read, which document would provide 

them the needed information. 

2. The user may revise the already-read documents quickly. 

3. The user may seek for second opinion on the document or source. 

By seeing the backgrounds above that the text summarization offers, we may conclude 

that the more information we have, the more the need to reduce this information into 

smaller manageable chunks. These chunks are smaller in size and may reflect how 

relevant the full information to our needs is. 

1.3 Objectives 

The objectives of this project are to look at the current situation in the area of text 

summarization research, to study the statistical approach in automatic text summary 

generation, and then to create a simple sample of text summarization tool which takes 

into account the existing research. 

1.4 Scope of Study 

For this particular project, the text summarization will be able to accommodate 

documents in English, analyze text files, and perform qualitative measure on the text 

documents. The type of material which will be summarized (the source document) 

within this study will be in plain text file without any multi-media material. The source 

document excludes any tables, graphs or pictorial information. The domain of text will 

be focused on oil and gas drilling articles. 
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CHAPTER2 

LITERATURE REVIEW OR THEORY 

2.1 Definitions of Automatic Text Summarization 

According to Luhn and Salton, automatic text summarization is a technique where a 

computer automatically creates a summary of one or more text. The initial interest in 

automatic shortening of text was spawned during the 1960s in American research 

libraries. Dnring this era, a large amount of scientific papers and books were to be 

digitally stored and made searchable, but storage capacity was limited in those days. 

Therefore, in order to cover the issue, only summaries were stored, indexes and made 

searchable. When there was no ready-made summary of a publication was available, 

one had to be created. So, basic techniques in summarizing the text were developed and 

refined [2] [9] [13]. 

Text summarization would generate the summary of a g1ven text document 

automatically. Depending on the approach and end-objective of summarization of 

documents, text summarization being generated would also diverge. For example, it 

could be indicative of what a certain topic is about, or can be informative about specific 

niceties of the same. It can differ in being a "generalized sununary" of a document as 

opposed to "query-specific sununary". It may be a set of sentences carefully chosen 

from the document or can be created by synthesizing new sentences on behalf of the 

information in the papers. 

The summary may be categorized by any ofthe following criteria [11]: 

1. Detail: Indicative or Informative 

2. Granularity: Specific Events or Overview 

3. Technique: Extraction or Abstraction 

4. Content: Generalized or Query-based 
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At the present time, the concern of text summarization has changed. If in the early days, 

it was needed to save the storage space, currently, it was designed more on to retrieve 

the data faster and more effectively [6]. 

Large amount of digital data are available. So in order to avoid from being drowning in 

it, the data must be filtered and extracted and finally summarized so that one can still 

accept the required information and not to walk around the whole bunch of data. We 

have to bare in mind that data are not essentially in correspondence with information. 

They have to be processed first in order to create information (knowledge). 

The overflow of textual information is especially clear on the internet, but also within 

large companies, government bodies and other organizations. The Internet has come to 

be of much use mainly because of the support given by Information Retrieval (IR) tools. 

However with the rapid growth of the information on the Internet, a second level of 

abstraction of information from the results of the first round of IR becomes obligatory. 

That is, the great number of documents returned by IR system need to be summarized. 

Currently this is the major application of summarization. The many other uses of 

summarization are almost noticeable: Information extraction, as against document

retrieval, automatic generation of comparison charts, Just-In-Time knowledge 

acquisition, finding answers to specific: questions, a tool for information retrieval in 

various languages, biographical profiling, etc. 

2.2 Approaches to Text Summarization 

2.2.1 Abstractive Vs Extractive Methods 

The abstracts are different from one person to another and may vary in terms of style, 

language and detail since abstraction by human is a complex process of modeling 

information. The process is complex to be mathematically or logically formulated [7]. 

Some of the tools which considered natural language processing methods have been 

developed in the last decades to generate abstractions. They extract phrases and lexical 
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chain from the document, and then later fuse them to be combined to form a summary 

(abstraction). Sentences from the original input could also be taken and presented in the 

extractive summary. The approach is called extraction. 

Referring to Mani [ 1 0], an abstract is a summary where at least some of the material do 

not appear in the input, whereas, an extract is a summary when it consists entirely of 

material from the input. 

Major problems of the two text summarization methods have been addressed by 

Ganapathiraju in his paper [ 4], "Relevance of Cluster size in MMR based Summarizer". 

Extractive method tends to produce longer than average length of summary sentences. 

It consumes space since unnecessary portion of the sentences are as well included. 

Extractive summaries could not capture the fact that important or relevant information 

is spread across sentences unless the summary is long enough to hold those sentences. 

Inaccuracy presentation of conflicting information may occur. 

On the other side, abstractive summaries suffer from users preferences on extractive 

summaries over it [3]. The main reason is because the summary presented by extractive 

method is the as-is information by the author. Sentences synthesis is unavailable yet. 

Users could read between the lines from the extractive summaries. Hence, incoherent 

sentences could be produced by the automatic machine generated summaries which 

occurs only at the border of two sentences. 

2.2.2 Surface-Level Approach 

In this surface level approach, the system calculates the features of the articles 

statistically to decide which important key points should be included in the summary 

[14]. Surface-Level has been the basis of many summarization researches. Some 

features that could be statistically calculated in surface-level approach are: 

I. Location - the position of the terms or sentences in the paragraph or in 

the whole document. 

6 



2. Keywords - the terms occurrences in the articles that could lead to 

thematic meaning of the whole document [ 1 0]. It uses the frequencies of 

the words in the articles as the key value to determine the importance 

level of the words. Problem occurs when the documents of the same 

type are al taken at the same time. The terms which appear too 

frequently during the period of time may not be worthwhile as the 

salience measurement of the summary. 

3. Heading - the words that appear in the heading or even title of the 

document are considered having the thematic meaning for the whole 

document. 

4. Cue words and phrases - the pertinence or redundancy of surrounding 

words and phrases could be seen by determining certain phrases in 

language. 

2.2.3 Entity-Level Approach 

Involvement of internal representation for the text plays the role in entity-level 

approach. Modeling the text entities together with their relationships are done in this 

approach [14]. This approach tries to represent patterns of terms connectivity to show 

the importance. The following features exist: 

1. Term similarity 

2. Word occurrences in common contexts 

3. Text unit proximities 

4. Logical relations, such as agreement and contradictions 

5. Words thesaural relationships 
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2.3 Graph Theoretic Representation 

Finding or identifying the main points addressed to the document is the first process in 

any text summarization [ 4]. The availability of the themes identification methods was 

made possible through passages graph theoretic representation. Sentences are 

represented as nodes in an undirected graph. This could be achieved, of course, after 

the preprocessing steps; stop word removal and stemming have been done. A node 

always exists for every sentence. If two sentences share some common words, their 

similarity (cosine, or such) are above some threshold, they would be connected with an 

edge. The visualization of words graph theoretic representation could be further 

explained by Figure 2.1. 

Figure 2.1: Graph Theoretic Representation [4] 

A word in the document is represented by a node, based on Figure 2.1. The 

relationships between words are represented by the edge that connects those nodes. If 

the similarity between two words is above some threshold, then the edge exists. 

Important words of the document are the highlighted nodes in the graph. 

Two results could be concluded from the representation. The sub-graphs which are 

unconnected to the other sub-graphs (partition), form distinct topics covered in the 

documents. It enables the choice of summary coverage. Sentences only from the 

pertinent sub-graph would be better done for query-specific summary. As for generic 

summaries, each of the sub-graphs should be analyzed and the representative sentences 

should be chosen from them. 
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The important sentences identification in the document is also the result yielded by the 

graph theoretic representation. High cardinality nodes, the ones with higher number of 

edges connected to them, are considered the important sentences in the partition. Hence, 

they carry higher likeliness to be included in the summary. It reflects that those 

sentences share information with many other sentences in the documents. Visualization 

of inter-and intra-document similarity could easily adopt the graph theoretic method. 

2.4 Key Approaches to Statistical Processing 

Within text summarization history, it faced many achievements as well as challenges, 

ups and downs in terms of research. Text Summarization slowed down considerably in 

the 1970s and 1980s because the researchers were focusing on the more readily 

solvable problems. Automatic indexing seemed to be more intense from the 

investigation area. In the 1990s, IR (information Retrieval) methods could be solved, 

especially after the improvement on web technology [16]. 

Other currently promising area including statistical analysis of term clustering, 

statistically based analysis of text structure, or discourse analysis and training 

algorithms that use human-generated summaries were added to the term-proximity 

research building on Edmundson. The human-generated summaries were to determine 

probabilities that certain source-text sentences should be included in the summary. 

Altogether, each of the approaches represents a point on the undergoing process 

towards the full-text understanding. 

Some of the key approaches were illustrated m the following recent initiatives 

examples. 

2.4.1 From Automatic Indexing to "On-the-Fly" Summarization. 

Gerard Salton of Cornell University and others in 1970s and 1980s [16] evolved the 

automatic indexing research into statistical processing methods based on the tf idf 

weighting. It applied significance to a term by counting the occurrences it appears in a 
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document (if, term frequency) and multiplying the result by the logarithmic calculation 

of the total number of document in the collection divided by the number of documents 

containing the target term- inverse document frequency (idj). Salton used tf.idfweights 

to identify the closely related segment within a document, together with other measures 

derived form indexing research. Comparison on those relationships with those of other 

documents was next processed in generating automatic hyperlinks when the similarities 

were close. 

Therefore, relatedness could be revealed from the analysis of similarities among 

various combinations of paragraphs within a document. Relatedness is where a topic is 

reinforced elsewhere in the document. Un-relatedness suggests the beginning of a new 

topic or angle. The internal links or relationships enable the overall text structure to be 

derived without the need of complex linguistic theory. Moreover, the links can be 

compared to a query and extracted summary constructed at retrieval time (on the fly 

summarization), depending on user's specific information need. Salton found that 

measuring the amount of overlap between source documents and abstract, the two were 

nearly identical. However, it should be noted that Salton used Information Retrieval 

graduate students, not professional abstract writers, in producing the summaries. 

2.4.2 Machine "Learning" from Bayesian Statistics. 

Julian Kupiec in 1995 with his partners [16] employed an analysis technique which 

enables the learning progress of the application by probability recalculation in the area 

of machine training, now as Bayesian statistics. The probability of the likeness for a 

sentence to be included in the summary would be calculated based on the frequency of 

text features. Various categories in matching the source text and summary, including 

direct match, where summary sentence and source sentence are identical and direct join, 

where two source sentences are grouped to form a single summary sentence, contribute 

in learning analysis. As many as 84 percent of machine summaries overlapped with 

sentences in the manual summaries at a 25 percent compression rate of the source text, 

according to the test of Bayesian algorithm. It was double the overlap that Edmundson 

cited at the same compression rate. Bayesian approach was a language-independent 
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since there was a follow up with Korean text. The optimal set of features for Kupiec; 

location, cue phrase and sentence length determined the performance. 

2.4.3 Topic-Rich Keywords Point to Useful Sentences. 

Eduard Hovy and Chin-Yew Lin in 1996 [ 16] dealt with best location discovery to pick 

out worthy sentences to be included in the summary by using an existing concept 

thesaurus to provide rudimentary sentences interpretation through topic-identification 

routine. In developing topic-rich keywords from training collection of 13,000 

newspaper articles they used tf.idf (term frequency and inverse document frequency). 

They developed ranked lists of sentences which have topical terms. News stories have a 

more predictable structure as compared to other document types. They normally have 

the important information at the beginning of the article. This may vary on different 

editing publications practices. 

The title (headline) is the optimal place to locate usable terms in technology stories. 

First sentence of the second paragraph follows. Study on 30,000 general-interest Wall 

Street Journal articles shows that title was optimal, followed by the first paragraph. 

Journalists, on technology stories, tended to tease a new product announcement in the 

initial sentences. It is done in with abstract language to reserve the facts for the second 

paragraph. Different editing standards, in Wall Street Journals, resulted in the salient 

facts being included in the first paragraph. 

2.5 Evaluation Criteria 

Three criteria for a text snnnnarization could be addressed according to Yang and 

Chute [17]; important information retention, summary readability and summary 

compression rate. 

Identifying which parts of original text are more important than the rest is crucial. 

Luhn's technique [17] at word level uses the keywords identification. The keywords 

could be proper names, or more frequent in the text in the language or average. 
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Keywords identification is not the only feature, titles and the first lines of paragraphs 

have higher information values relatively to human than other parts of the text. Specific 

and special cue words like "in conclusion" states the important section of the text. 

Readability of a coherent and cohesive text is another criterion for a good summary 

[17]. Referring to the Figure 2.2 below, it requires valid semantic links between 

sentences through pronouns and other markers. 

(1) Nick Richman bought General Computhings yesterday. 

(2) Many investors want to diversify their portfolios. 

(3) Richman sold of! Special Stupithings. 

(4) He used this cash to pay for his new acquisition. 

Figure 2.2: Sentences on Coherent and Cohesive Issue [17] 

Incohesive summary could be resulted if sentence ( 4) is not preceded by a sentence 

providing the antecedents' for he, this and his. Incoherent summary could be resulted if 

sentence ( 4) is not preceded by the information on the cash and acquisition. Incoherent 

and incohesive relation is more likely tci happen in a more condensed text. Identifying 

and maintaining the semantic chains are research area which people look up to. 

Compression rate shows the relative size of a summary, the percentage of words 

number in the original text which are left out in the summary. Selecting clauses rather 

than sentences could be an optimization of a summary size. Linguistic processing is 

required in analyzing less important relative clauses, appositions or conjuncts to be 

excluded while others maybe joined by aggregation. 

2.6 Issues in Summarization 

Some issues regarding the automatic text summarization contribute to the development 

of the research itself. They (temporal ordering, algorithms and evaluation) provide 

challenges and problems to the text summarization research. 
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Chronological order of information must be maintained in a temporal ordering issue. It 

requires temporal normalization, for example, the word today, next week, Monday, etc., 

means different date in different articles. 

Clustering methods algorithm must be carefully designed around the data sparseness 

problem. Clustering algorithm often fails due to the high dimensionality and data 

sparseness in forming meaningful passages or documents clusters [12]. 

Text summarization evaluation needs to be considered. No standard methodologies 

apply in evaluating the system since human judgment in evaluating the summary is way 

subjective which may differ from one another. 
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CHAPTER3 

METHODOLOGY 

3.1 Introduction 

Previous chapters have discussed the definition of automatic text summarization, as 

well as the previous works which have been done and researched on the field. Also, in 

the literature review chapter, approaches to automatic summarization have been 

identified; graph theoretic representation has also been discussed in a nutshell. 

Statistical processing towards text summarization was introduced earlier. Some issues 

which need to be considered when developing Text Summarization System application 

were identified. This chapter is focusing on the method which is going to be used for 

conducting the project. 

3.2 Planning 

So many applications exist nowadays which involve processing data, especially textual 

classification such as search engines and text summaries. Most of customers of those 

applications have limited knowledge on how the applications do the process. The 

processes going on at the back ofthe machine (system) which are behind the interface 

are usually transparent. The intended purpose of this study is to focus on the 

effectiveness of data mining algorithms, particularly on the probability and statistical 

techniques to be applied in generating summary of a plain text. 

The algorithm used in processing the textual data would be evaluated in terms of the 

efficiency and performance computation by using a particular testing data. To ensure its 

effectiveness, the summary generated by the system would be compared with other 

application which is already available in the market. This comparison process will 

prove how this algorithm performs. 

14 



3.2.1 Aims of Text Summarization System 

The objectives of this project are to look at the current situation in the area of text 

summarization research, to study the statistical approach in automatic text summary 

generation, and then to create a simple sample of text summarization tool which takes 

into account the existing research. 

The project needs to implement artificial intelligent concept in order to get more 

precise and convincing summary generated from the text given. Probability and 

statistical techniques need to be involved in this project. The evaluation of the resulted 

summary needs to be done in order to know how effective the methods used in 

generating summaries are. Design section would discuss more on the feature and 

structure of these programs in detail. 

3.2.2 Requirements 

The requirements of the system or project delivered are based on workable and 

satisfactory summarization tool. Therefore, the focus points of the development are on 

the correct (working) algorithm and auto-generated summary. The summary IS 

comparable to human-generated one, and with a satisfactory evaluation method. A 

pleasing or user friendly interface with functionalities is another supporting key of the 

system. The followings are the requirements of the system: 

1. The system can read individual text documents 

2. The system can statistically analyze the source document 

3. The system can produce a generic summary 

4. The user can select the summary length being produced 

5. The interaction between the user and the system is through Graphical 

User Interface 
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3.3 Analysis 

Analysis of the steps being involved in the Text Sunnnarization System is very 

important. Fully understanding of the concept implemented would definitely contribute 

to the success of the project. The concept of semantic and statistical approach which 

would be implemented within the project should be fully understood. The project has 

done the studying on the concept of text summarization and the algorithm meant to be 

used within the system provided by the past researches. Data and information gathering 

through internet on the subject was carried out. 

Current technology provides various tools to be used for text analysis, some of which 

are open source software. Information sharing through internet has made it possible to 

search of the tools and to know how they work. Examples of the tools or resources 

which would help this project are Protege tool to develop semantic network, WordNet 

which provides words bank, as well as Java tool which provides many functions in 

doing the project. 

Many approaches and researches have been done in the text sunnnarization area. Most 

of the researches were using statistical and linguistic features to rank sentences in the 

article. An approach of text sunnnarization based on semantic content of the sentence 

and the relative importance of the content to the semantics of the contents is getting 

famous [ 1 0]. 

3.4 Design 

3.4.1 Design of Text Summarization System 

Figure 3.1 below shows the general programs' design and the relationships among 

them diagrannnatically. There are five stages to the overall extraction system engine 

which is shown in the diagram below accompanied by the explanation of each element 

in the system architecture. 
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Figure 3. I: System Architecture of the Text Summarization System 

The users of the application would load the input article, the one they want to 

summarize, into the text area provided by the system (as shown in the system 

architecture in Figure 3.1 ). As for this specific project, the system would ouly accept 

plain text (.txt) with no tabular data representation as well as calculation. When the 

summarize button is pressed, the whole document will go through the system engine 

which consists of five stages; namely preprocessing, words weight calculation, sentence 

weight calculation, sentence selection and final filtering. 

Preprocessing stage would break the document into sentence then words. Applying 

word tagging in the text is essential to pick the correct meaning of the word. Removing 

stop words and identifying stem words would be processed during this stage. The 

words and sentence are stored in separate structures. This is done to make the process 

oflearning algorithm of each word easier. 

Developing a Bayesian network which is focusing on oil and gas topic would be 

processed after the preprocessing stage finished. The intention of having Bayesian 

network in the system is to provide knowledge base on oil and gas to the system. 

Therefore, the summary resulted later is hoped to be precise and understandable. 

Another process within the Bayesian network process is synset ranking stage. It is done 

basically to rank the sysnsets based on their relevance to the text. Therefore, if a lot of 
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words in the text correspond to the same synset, it means that the synset or meaning is 

more relevant to the text, and thus, it must get a higher rank. 

The last stage of the algorithm in generating the summary of the text is final filtering. 

This stage involves the application of simple heuristics to filter out the sentences which 

have undefined references. Removing sentences which contains words like "He" at the 

beginning and which begin with quotes are applied. 

3.4.2 Database 

Database is very important as part of the project. The database would contain a lot of 

data related to oil and gas topics. The Text Summarization System system going to be 

developed is trying to focus on specific topic to be fully explored. Oil and gas topic is 

chosen since it would be very beneficial for oil and gas industry to have Text 

Summarization System application. Also, by having specific topics to focus on, the 

development of the database would be more effective and simpler. 

The database used by the system contains is represented in a tabular format with rows 

and columns. The database contains words that are categorized under different parts of 

speech including verb, noun by which each category has its own columns. Synonym 

sets data structure would also be included in the database for comparison. The data 

presented in the database would only be in English text. 

3.4.3 Stop Word List 

The stop word list is a list of terms to be excluded from the consideration in generating 

the summary. These words do not contribute to understanding the main idea present in 

the text. Examples of stop words are 'him', 'her', 'the', and 'it'. Omitting the stop 

words is an important point when doing the keywords frequency count technique, since 

the stop words would result in bias towards words which bring little benefit to the 

whole article's main idea. 
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However, identifying and removing stop word list is better to be done after we have 

broken down the sentences into words and found the co-mentioned (co-occurring) 

words because sometimes, the words which are under the list occur most frequently 

with a specific word which identifies its importance in the text. 

3.4.4 Graphical User Interface 

The Graphical User Interface is very important in most of the applications. It supports 

the users to communicate and do the process of the application in an easier way. The 

GUI designed for this system is intended to be as user friendly as possible. By having 

GUI applied to the system, it hides the complexity of the algorithms running behind the 

machine so that the users are able to deal with the application with fewer problems. 

Among the elements needed are text areas to display the original text document, the 

summary of the document and if possible the details of both input and output 

documents. A button is needed in order to represent the command of executing the 

summarization of the given input text document. The menu bar of the application is 

needed to navigate through the process and I or access some functions of the 

application. 

The layout of the user interface is crucial as it will cater for the ease of the usage or its 

user friendliness. Human Computer Interaction knowledge should be implemented in 

designing the layout of the user interface. The user interface is where the documents to 

be processed are loaded. After doing all the processing, the system will display the 

generated summary onto the display screen right next to the original document. This 

will help in comparison process by the users by having both original and generated 

summary side by side. Figure 3.2 shows the actual planned user interface for the 

system. 

19 



AAllCLE 

drilling rig Is a slructure housing e~ulpment u .. d lo dril irrto 
ndergrnund reset'<'Oirs fur water, oH, orna!uml gas, or rnlll sub 
surface mineral depo.Ots. Tire lllrm tan refor\o aland·b:.t;ed ~~ 
1\Jdure, or a m•rirre-baoad slrudure (oij plollilml) o<>~nmnnlyt 
llod an 'olfshure oil ri~'. Wl111e morin,.base<l rigs csn drillti'lro I 
gh 1m>"'""" bo~om fur minerals, the le<tmologyand econom 

;~;~~:;~·:.~~:~~~.~.~~~~~~r~!~':~~:"mw:r: 
Is used to drtll tim surface ot'ltle lite aarftl's uu51W samples "i··· 
oll,.....rer,ormlrll!fl\15. i 

H"'I<<N.D.IIaiGas<II!Rlng!lgs-canbeusednoloolyiiJ lderllir)'l 
eiiiiJllll:resmwirs bula!su!o treale botes lhalallowlha a>!lffi<l 
n ofollornalural~asflmnllleserese,.,;,s Nloll orgaspu I 
pill~ !lg, somellmes called a ilollltl!; Is u.edlo lelrtm OIIJ g 
s lillm a lliSe!VOir. 0<\lllng llgS can ne smoH and podl>llfe, suo 
as lllose used In mlfll!tal erprorat'on drilllrr9. Or!IUng dgs can 
e huge. C31JS~Ie of~rturn~througn IMUSMds of !Miers oflhe 
Mh's crust large-mud pump.- are """alii clrcula!e dri!Dn~ 
ud {SIUtl'j) ltlrUUgh ma d~ll ~tt and tlle <asing, for cnotln~ end 
m0\'lflg!lle"OUI!lng'l'">'A111eaweltlsdrilled. 

Isis In the ri con llthundre~• ot'hlns of e.O!I\etoqul ml~ 

A drilling rig Is a sb1Jtlure housrn~ equipm.-ntused lo drill inlo un 
•l'!!round re>eMiirn rorwaler,. The tE;rm «>n n:tar lo n lond-bose 
slrotlure. or a m•tine·l>ased sllw;lure (oil. V¥11ile morine-bnsad 

rigs can drlllltlrnug!lltre o<eno hollon1 for mOrnorals,lhelechMI!l!l 
and eoonomlcs. 

011 an~ Natural (l"" d<iiHIJll <igs tan be used not only to idllnlify g 
logic reoemlirs but lllsolo em ate lloles that DrUIIn~ ~gs can D 

small aM portable, such as 

HOists In !he rig can llllhUrl<lrMs er!ono ~rprpo. Oll>er equlpme 
1 can rwee acid er salld irrt!:l mseMllrs !o rlltUit11te e>llaollon oflh 
o~ ormln>'~a\Mmpto: or>d pormoMniiMng. Manne dgs mayo 
era:emanvl\llndreilsotmllesor. 

Figure 3.2: The GUI of Text Summarization System 

The menu bar provides File menu, Help menu, as well as Summary Length option for 

the user to choose the compression rate of they summary. The File menu includes the 

functions in locating and opening the input article which is on text type file. Also, the 

functions to save or print the summary and to close the application are available under 

File menu. 

The Help menu provides the options for the users to see the information about the 

application project. The most important part under Help menu is the AutoTextSumm 

Help which provides the guidelines on how to use the application. Statistics about the 

input article is also available for the users to choose. It displays the necessary facts on 

the input article such as the longest and shortest sentence, the number of words in the 

article and the most important sentence of the article calculated by the application. 

The user may select their preference in the summary length (also referred as 

compression rate) to be processed by the application. The summary length would be 

dealing with the number of sentences in the input articles with the number of sentences 

to be displayed in the generated summary. 
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In addition, the menu bar; File menu, Help menu and the Summary Length, IS 

supported by the tooltips which describe what the menu would function. Tooltips 

provide helpful information for the users in knowing what they are doing. The figures 

below show the complete views on the application GUI. 
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Figure 3.3: The Features GUI of Text Summarization System 

The appendix section provides more detail snapshots of the application's graphical user 

interface. 
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3.5 Implementation 

The following section is the algorithm of the Text Summarization System. The program 

basically consists of five parts; preprocessing of the text, words weigh calculation, 

sentence weight calculation, sentence selection and final filtering, which are explained 

in the section below. 

3.5.1 Preprocessing of the Text 

Preprocessing of the loaded text is intended to break down text into sentences and later 

into words. It then removes unnecessary objects from the datasets such as initial white 

space and store words individually as collection. By referring to Figure 3.3, we may 

know the algorithm for the preprocessing stage. 

Initialize stop word list, stem word list 

Initialize constant variables with probability values 

Define collections 

Initialize variables 

Load source document files 1 read into buffer 

Contents of buffer changed to lowercase characters 

Skip initial white space 

Stop words removed 

If a real word 

Text split into sentences collection 

Tex split into words collection_ 

If new paragraph 

Increment number of paragraphs 

Calculate document's sentences count 

Total added to total real words in source 

Figure 3.4: Preprocessing Stage Algorithm 
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a. Tokenization 

The preprocessing phase of the system starts by taking input document (article which 

needs to be summarized) into buffer reading. The application, before tokenizing the 

input article into words, must identity the paragraphs and then the sentences of the 

input articles. It should be able to calculate how many paragraphs, how many sentences 

in each paragraph, and how many sentences in the whole article. The purpose is to 

make the later process, which is sentence weight calculation, easier. Also, to be able to 

cope with the compression rate chosen by the users. 

The buffer will then execute and process the input document by separating the input 

into words. The list of the words from the input document would then be stored in a 

specific file. This file contains all words (also known as token) without repetition 

together with the number of occurrences in the article. So, the first step of 

preprocessing is then known as tokenization. 

b. Stem Word Process 

The purpose of having stem word process is to have only one root word which is 

written more than once in different types of format. Different format of word leads to 

different meaning. However, the root word is the same. Stem word process is also done 

to avoid having huge amount of repetitive word banks. 

For example, the word 'go', 'goes' and 'going' are having one root word which is 'go'. 

In other words, stem word process is dealing with prefixes and also suffixes of each 

word. The input of stem word process is taken from the file produced by tokenization 

process. The stem word process would execute each word and keep the root word in a 

new file. This new file would contain only 1 occurrence for each word. In the case 

where the same root word is found, only the first occurrence would be stored. 
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c. Stop Word Process 

After storing all the words (tokens) into a specific file and the stennning process, the 

next step in preprocessing phase is executing stop word list. This process would take 

each token (word) from the file produced earlier to be analyzed if it is categorized as a 

stop word. The process would import another file which contains all the words which 

fall under stop word list. Stop words are the words which appear frequently in any 

articles or situation but contribute less meaning in identifying the important content of 

the article. 

Each token would be given an attribute of 'stop word' if it falls under this category. 

The reason of giving the attribute is to give rank later on to each word. Words which 

are stop words would have less point as compared to those which are not. The reason of 

giving point is to rate the importance of each word in contributing the meaning to 

generate the sunnnary. 

Beside the attribute of stop word for each word, tokenization and stop word process 

would also calculate the frequency of each word within the document. This occurrence 

rate is very important as it is most likely to contribute in determining the importance of 

each word to the article. 

3.5.2 Bayesian Theorem 

A Bayesian network is a directed acyclic graph whose arcs denote a direct causal 

influence between parent nodes (causes) and children nodes (effects). The nodes can 

be used to encode any random variable. For example, a person can be ill or well; the car 

engine can be working normally or having problems, etc. 

The intention of having Bayesian network in the system is to provide knowledge base 

on oil and gas to the system. Therefore, the sunnnary resulted later is hoped to be 

precise and understandable. 
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a. Word Weight Calculation 

After tokenizing the input article into words, we now have the collection of words 

appear in the article. The next step is to assign specific weight to each of the words 

being captured. As discussed earlier, we categorized the words into either stop words, 

keywords or unknown words (not in the two categories). 

In assigning the weight for each word, we consider the type of word (stop word, 

keyword or unknown word) as well as the corpus that we have. The word weight based 

on the corpus would be calculated by the following formula: 

Cw = tf* itf 

Equation 3.1 

Where tf is the Term Frequency; the number of occurrence a specific word appears in 

the article. The itf is the Inverse Term Frequency; the Log base of number of articles in 

the corpus (article database) divided by the number of article in the corpus in which the 

term exists. The following pseudo code would explain how the word weight calculation 

is done. 

For each Word in the word list 

Get wordFrequency 

If Word is "stopword" 

Assign wordWeight to 0.1 

Else if Word is "keyword" 

Else 

Set wordWeight to 0.1 

For each Article in the corpus 

If Article contains word 

Inc·rement numbOfArticle 

Calculate wordCorpusWeight as 

[wordFrequency * log(Corpus size/numbOfArticle)/log 2] 

Add wordCorpusWeight to wordWeight 

Update wordWeight based on Synset 

Word is know as "unknown word" 

Assign wordWeight to 0.3 

Figure 3.5: Word Weight Calculation Algorithm 
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The objective of having synsets ranking is to rank the synsets based on their relevance 

to the text. If there are so many words are connected to one particular synset, and then 

the synset is more relevant to the text, then it is given a higher rank. The following 

fignres show the pseudo code and the sample of keywords probability in the Bayes 

theorem for the application. 

For each Word in the keyword list 

For each Summary in the summCorpus 

If Summary contains Word 

Increment nurnOfSurnmary 

Calculate wordOccurrence as [numOfSummary/summCorpus size] 

For each word in the keyword list 

Add wordOccurrence to totalWordOccurrence 

For each word in the keyword list 

Calculate wordProbability as 
[wordOccurrence/totalWordOccurrence] 

Figure 3.6: Word's Probability Calculation Algorithm 

Keywords Probability 

Figure 3.7: Keywords Probability Table 
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b. Sentence Weight Calculation 

After assigning weight to each of the words in the article, the next step is to assign and 

calculate the weight for each sentence of the input article. The sentence weight is 

calculated based on the words' weights, as well as based on the position of the sentence. 

The sentence weight based on the words would be calculated by adding up the weights 

of the words that form the sentence divided by the number of the words in that sentence. 

Besides, the position of the sentence would also influence the importance level of the 

sentence to the article content. The first sentence of the article is definitely important to 

be included in the summary. The first two sentences of each paragraph are also 

considered important, which lead them to be given higher probability to be included in 

the summary. Lastly, the last sentence of the article would usually be the conclusion of 

what the article talks about. By assigning the weight for each of the sentence in the 

article, we could use it for the next step; sentence selection. 

Figure 3.8 in the next page shows the algorithm (pseudo code) of how the sentences' 

weight calculation is done by considering the words' weights, sentences' position as 

well as Bayes theorem. 

3.5.3 Sentences Selection 

So far, we have dealt with the sentence weight calculation. It leads us to the list of the 

sentences with their entrance reference (appear orderly in the article) and their weights. 

From here, we could rank them based on the weight. The higher the weight, the more 

relevant the sentence to the content of the article is. 

In ordering the sentences based on the weight, we should keep the entrance number. 

This process is required, because although the sentences are seen based on their weights, 

but in displaying the summary, the system should display the sentences based on the 

entrance. 
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The compression rate, chosen by the users earlier, would be used as in determining how 

many sentences to be displayed in the summary. Later, those selected sentences must 

be displayed according to their order in appearing in the article. 

For each Sentence in the article 

/*to calculate sentence's weight based on word's weight*/ 

For each Word in the Sentence 

Add wordWeight to sentenceWordWeight 

Increment totalWords 

Calculate sentenceWordWeight as [sentenceWordWeight by 
total Words] 

Assign sentenceWordWeight to sentenceCurrentWeight 

/*to calculate sentence's weight based on sentence's 
position•! 

* 0 .5] 

For each Paragraph in the article 

Get sentenceCurrentWeight 

If Sentence is 1st two sentences in the Paragraph 

Calculate sentencePositionWeight as [sentenceCurrentWeight 

If Sentence is last sentence in the article 

Calculate sentencePositionWeight as [sentenceCurrentWeight 
* 0. 2] 

/*to calculate sentence's weight based on Bayes theorem*/ 

For each Word in the sentence 

If Word is "keyword" 

Add wordProbability to sentenceBayesWeight 

/*to calculate sentence's final weight*/ 

Add sentenceCurrentWeight to sentenceFinalWeight 

Add sentencePositionWeight to sentenceFinalWeight 

Add sentenceBayesWeight to sentenceFinalweight 

Figure 3.8: Sentence's Weight Calculation Algorithm 
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3.5.4 Final Filtering 

After gaining all of the sentences in order based on their relevance to the text, the last 

stage of the process is to filter those sentences. The final filtering of the sentences 

would apply to words which do not have defined references. In other words, sentences 

containing word with undefined references would be filtered out. Removing sentences 

which contains words like "He", "It", etc at the beginning and removing sentence 

which begin with quotes would take place. Natural Language Processing (NLP), if time 

allows, should be implemented in shortening the selected sentences. The technique of 

NLP in the application should consider the rules which make sentences. The word 

!agger (categorizing word into noun, verb, adjective, article and I or preposition) should 

be defined in the application to be later used. 

3.6 Tools 

3.6.1 Software 

JAVA is chosen as the developing language since it is widely used nowadays and the 

system implemented is intended to be improved by other developer (open source). 

JAVA also supports the creation of the user interface where the user and the system in 

communicating through. Microsoft XP is used as the platform for the friendliness 

reason. To have the application modifiable, UNIX or LINUX platform are better 

options for an open source application. 

Text processmg would have the words in particular article to be represented 

independently, where each of the words could be accessed and given the weight 

without interrupting or influencing other words objects. Therefore, having the words in 

the form of rows and columns (matrix representation) in a database would benefit the 

process. For the time being, the database chosen to represent the words in table format 

(rows and columns) is Microsoft Access. 
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Other supporting tools and resources which contribute in helping this project would be 

Protege in developing the ontology of the knowledge and WordNet in providing the 

words meanings. 

3.6.2 Hardware 

Text Summarization System is an independent application, where only one computer is 

sufficient to have it run and prodw:;e the summary. Therefore, no internet connection is 

required. Since it is running on a single computer, then the database is also stored in the 

same computer. The more words stored (information/knowledge) in the database, the 

better the summary would be. Below are the specifications of the computer: 

1. Pentium III processor 

2. 512MBRAM 

3. 40GB hard disk space 
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CHAPTER4 

RESULTS AND DISCUSSION 

This section shows and discusses the findings related to the project from the very 

beginning up to its completion phase. It is not an obvious task to evaluate the quality of 

summarization. 

4.1 Evaluation 

Because of the objective of the evaluation process is to actually evaluate the 

effectiveness of the Text Summarization System system in generating summaries, some 

measurements to rate against itself are needed. The reference summary, which would 

be used to rate against the system generated summary, are taken from an existing 

summarizer which is already in the market, the Microsoft Word AutoSummarizer. Also, 

the human made summary would contribute in comparing the summaries. The 

AutoSummarizer and human (expert) would act as a comparison of a summary in an 

auto-generated format; one which has already evolved and enhanced from time to time. 

The "gold-standard" reference summary is taken into account in evaluating all of the 

summaries (Text Summarization System, Word Auto Summarizer and human

generated ones), to find out the overlapping of sentences appear in both generated 

summary and the reference summaries. The method used in evaluating the output 

summary is called an intrinsic method which aims to evaluate the quality of the 

summaries as compared to other summaries or extracts. 

Some computational results, which are achieved by testing common articles ( datasets ), 

would be used to represent the application evaluation. Finally, these results would be 

compared to some baseline summarization procedures or reference summary (manually 

generated summaries by experts). It would give the qualitative measurements and 

shows how well the application performs. The experts involved in generating and 

evaluating the summary would be from the respected area; petroleum engineering 
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department. Besides, expertise on language, English lectures, humanities department, 

would also be joining the evaluation process. 

In calculating the overall performance of the Text Summarization System, the 

following information should be considered: 

1. The reference summaries' selected sentences (gold-standards) 

2. The Text Summarization System's selected sentences 

3. The Auto Summarizer's selected sentences 

4. The overlap between the Text Summarization System's summary and the 

reference summaries 

5. The overlap between the AutoSummarizer summary and the human generated 

summary 

The criteria which are taken into consideration for the evaluation process would be 

further discussed by the section below. 

4.1.1 Performance Measure 

The performance measures used for the evaluation of the summary generated by the 

application are precision, recall, F-score [6]. Precision measures the percentage of 

correctness for the total number of summaries judged by the summary assessor to be 

relevant. Precision also measures the usefulness of the summarizer while recall is a 

measure ofthe completeness of the summarizer. 

Recall is a measure of how effective the system in including relevant sentences in the 

summary. It is 100% when all relevant sentences are retrieved. Precision is a measure 

of how effective the system in excluding irrelevant sentences from the summary. It is 

100% when all documents returned to the system's users are relevant to the summary. 

Meanwhile, F -Score is a composite score that combines the precision and recall 

measures. The formula 4.1 shows the mathematical distribution of those measures. 
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j{Relevantsentencesj n{Retrleved sentmcs}l 
Pr·ecision = '-'----~---'-:c---'-----_.__,~---'--

I{Retrie;·sd somtences}l 

Recall= 
i{Relet'ant sentences} n [Retriet,ed sentences }l 

I{Rele!!ant sentences}! 

4.1.2 Compression Rate 

Compression rate measures length of a summary elative to the length of the original full 

text and is derived from the equation 

Ns 
C= -.

Nft 

Where C is the compression rate, N, is the number of sentences in generated summary 

and Nn is the number of sentences in the original full text. Different degree of 

compression rate is used as a factor in assessing performance of individual systems. 

Each application will have to produce summaries with percentage of 10, 20, 30, 40, 50, 

60, 70, SO and 90. 

4.1.3 Existing Text Summarizer 

The evaluation is done against the currently available application which is the MS 

Word AutoSummarizer. It is integrated in Microsoft Word which cuts words by 

counting words and ranking sentences. The most common words are identified; each 

sentence is given a score based on the frequency of the words in the document, and 

finally calculates the average score by dividing the total value of the sentence by the 

number of words within it. The top scoring sentences are compiled to become the 

summary of related compression rate chosen by the users. 
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4.1.4 Human-generated Summary 

To obtain the results of all performance measures, a reference output should be at hand. 

This section of evaluation uses a human-generated summary. The individuals involved 

in this process are the experts in Petroleum Engineering and the experts in English 

Language. The summary generated by experts would be used as a reference in 

obtaining the number of relevant sentences in a particular sururnary. However, the 

summary generated by the experts is very subjective and produces different results. 

4.1.5 ROUGE (Recall Oriented Understudy for Gisting Evaluation) 

ROUGE is a widely used evaluation package for text sururnarization. It has been used 

by many researchers in order to cut down on testing time. Basically, ROUGE would 

compare two generated sururnaries produced by different application. ROUGE will 

have the precision, recall and the F-Score of both applications as the output. 

4.2 Results 

The sururnaries generated by both the Text Sururnarization System and the Word 

Auto Summarizer were obtained by sururning the sentences for all of the summaries and 

comparing them with the human-generated summary, which acts as the reference 

summarizer. All sentences of the generated summaries from both applications were 

conducted in exactly the same way. 
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4.2.1 Tabular Data 

Evaluation on: Article 6 

AutomaticTextSumm WordAutoSumm 

Compression 
Rate(%) Precision Recall F-Score Precision Recall F-Score 

10 0.8733 0.8433 0.858038 0.7992 0.8134 0.806237 

20 0.7647 0.6907 0.725819 0.7272 0.7234 0.725295 

30 0.80003 0.7357 0.766518 0.7154 0.6879 0.701381 

40 0.7955 0.7143 0.752716 0.6942 0.7247 0.709122 

50 0.7597 0.7141 0.736195 0.6667 0.7008 0.683325 

60 0.8443 0.7462 0.792225 0.6967 0.72307 0.70964 

70 0.8041 0.7448 0.773315 0.6566 0.6799 0.668047 

80 0.7293 0.6458 0.685015 0.6563 0.626 0.640792 

90 0.8009 0.6239 0.701406 0.7216 0.5944 0.651853 

Table 4.1: The average precision, recall, and F-Score for Text Summarization System 
and Word Auto Summarizer using Article 6 

4.2.2 Graphical Representation 

1 r----------- ------------------ --- ____ , ________ _ 

0.9 

0.8 

0.7 

i 

.§ 0.6 C--~ -··-------·-·-·---· 

·~ 0.5 .. 
Q: 0.4 

0.3 

0.2 

0.1 
0 i 

10 20 30 40 50 60 70 80 90 

Com presion Rate (%) 

-w-AutomaticTextSumm 

WordAutoSumm 

Figure 4.1: The average precision graph for Text Summarization System and Word Auto 
Summarizer using Article 6 
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Figure 4.2: The average recall graph for Text Summarization System and Word Auto 
Summarizer using Article 6 
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Figure 4.3: The average F-Score graph for Text Summarization System and Word Auto 
Summarizer using Article 6 
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The average precision, recall, and F-Score shown in Table 4.1, indicates that Text 

Summarization System is better as compared to the Word Auto Summarizer at some 

compression rates. Both summaries were compared to the reference summary, which is 

generated by the expert (human made summary). However, the Text Summarization 

System, at some compression rates is left behind by the Word Auto Summarizer as 

indicated by the graphical representation in Figures 4.1, 4.2, and 4.3. 

Evaluation of all auto-generated summaries by the system was based on the 

overlapping sentences when compared with established auto-generated summary 

system. The significant difference resulted by the evaluation was mostly because of the 

methods used by different system. Text Summarization System uses Bayesian theorem 

with knowledge base on the topic, whereas the Word Auto Summarizer uses the 

frequency-based theorem. When summaries generated by both system were compared 

to human made summary, the summary generated by the system has similar pattern as 

compared to Word Auto Summarizer's. AutomaticTextSumm has optimum greater 

value for precision, recall, and F-Score at compression rate 60% and 70% by 11.31% 

and 10.80% respectively. This is because the human made summary was also 

considering the knowledge base of the topic of which the article was being evaluated. 

The human-generated summaries are most often generated to 2/3 of the original 

article's length (around 66.67% compression rate). At this compression rate level, 

AutomaticTextSumm leads the WordAutoSumm by nearly 11% similarity to the 

human-generated summary. AutoTextSumm has optimum value for precision at 

87.33%, recall at 84.33% and F-Score at 85.80%. The current results could be 

considered satisfactorily. 

4.3 Discussion 

The project started developing the application by implementing the availability of the 

graphical user interface which is considered well developed. The development process 

was done with Java as the core language programming. The next step was the 

construction of the main function of the system, such as loading the input article, 

setting the compression rate and other operations. The most challenging part was the 
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implementation of the overall algorithm which was quite confusing due to 

unfriendliness of the developer in understanding the fundamental concept of Bayesian 

theorem. 

The prototypes of the application were developed by following the priority of the 

application's functions. The first prototype was designed to have the basic user 

interface with the loading article function. The improvement of the prototype was then 

addressed the issue in processing textual data. As the prototype was improved, it is 

believed that all essential sub-functions for this Text Sununarization System have been 

met. The development of the code design will continue in order to achieve code 

efficiency which determines the effectiveness of the application. 

4.3.1 Results Evaluation 

Some reasons behind the acquisition of the findings (results) exist. First, the 

combination of features in the system may not be applicable for other corpus. The 

previous researches used articles with average length much longer than 20 sentences. 

The system being developed by the project used most of the articles with average 

length of 15-20 sentences. Difference in articles' length affects the analysis due to the 

difference on the overall articles' structures. Therefore, the project considered the 

location or position factor. 

The system uses the help provided by the list of stop words and keywords. The lists are 

used for the first round of weight assigning for each word in the article. The corpus was 

used in determining the weight for keyword. The system would process the corpus to 

find out how likely a keyword appears in the article. The corpus focuses specifically on 

oil and gas drilling topic, as mentioned from the very begiuning. The limitation of the 

scope was aimed for the system to really focus on an in depth knowledge base. 

Synonym sets was considered important since a single word could be represented by 

different words. For example, offshore could be replaced by marine-based or sea-based. 

These kinds of words should be taken in eh same way since they all represent a single 

same meamng. 
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The location or position of the sentence in the article was also taken into consideration 

in calculating the sentence weight. Sentences in the first two or three sentences of a 

paragraph are seen to be important. The methods was also used in treating the last first 

or two sentences of the article, because they most likely to bring conclusion of what the 

article is about. 

Lastly, the system puts consideration on Bayesian theorem. The method processes the 

keywords with regards to the corpus of articles summaries being generated. The 

summary corpus was collected from the distribution of the articles to be summarized by 

experts; in this case, Petroleum Engineering and Linguistics lecturers. 

As for finishing phase, the application implements a filtering and shortening algorithm. 

The filtering process was aimed to keep eh generated summary a cohesive summary. 

The sentence which begins with words like it, they, or he should be analyzed, so that 

the reader of the summary could understand to what a sentence refer to. Shortening 

process is done in a basic algorithm. When a sentence to be included in the summary is 

considered very long, the application would analyze the sentence and search for key 

points which connect two sentences into one. The key points mentioned above are like 

e.g., and where. 

It is concluded that the mixture of trying to identify important sentences for a summary 

from documents in a specific topic by using machine learning algorithm shows a 

similarity with the summaries generated by the expert (human-generated summaries). 

Therefore, the conclusion which have arisen from the results, suggest that this 

technique is suitable for a specific topic corpus and still have a lot of improvements to 

be made especially in terms of research. 

Some constraints which inadvertently influenced the application's performance would 

have been identified if the project have had put more time and effort in enriching the 

corpus and deeper studying the algorithm. 
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CHAPTERS 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

Automatic text summarizer's demand is increasing in nowadays high-technology 

environment. The advanced technology has caused more inventions found and more 

information shared. Therefore, information overloading has to be faced by users who 

are more interested in shorter version of lengthy documents. There exist some available 

text summarizers in the market; Microsoft Word Auto Summarizer, NetSumm, 

Pertinence and Extractor. However, rooms for further improvement need to be 

addressed in order to produce better summaries, which are similar to the human

generated summaries. The evaluation on the summarizer's effectiveness is still a huge 

area of research. 

A summarizer, normally, is au application that reads in a textual document or article, 

quantifies and classifies important words, removes the unnecessary contents, 

summarizes it using a certain technique within the chosen summary length. It also 

evaluates its effectiveness against some pre-defined criteria. Rapid change on 

technology could be valuable point to be used in betterment of text summarization 

effectiveness. Comparison between the system generated summary and the human 

made summary could be used as a technique in evaluating the effectiveness since the 

human made summary is assumed to be logic by having human brain algorithm in 

processing the summary. 

The reason why the Text Summarization System produced evidently better summaries, 

i.e. nearer to the ideal standard of human-generated summary, than the Word Auto 

Summarizer, could be due to the topic specification. The developed system focuses on 

oil and gas drilling topic with the keywords and corpus as its knowledge base in 

predicting the likeliness of a sentence to be included in the summary. The summary 
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generated by the expert is also done by considering the main theme of the article and 

then applies the experts' knowledge in generating the summary. Considering more 

features in generating summaries; cue words, sentence position, keywords, and 

probability assumption, could further enhance the developed application. 

5.2 Recommendation 

Space for development and further improvement within the research project undeniably 

exist in order to boost and obtain the expected result, as opposed to the average results 

obtained from the project. The following states some recommendations for future 

enhancements. 

The most important part of the Text Summarization System application system is to 

intelligently select the best sentences to be included in the generated summary. 

Therefore, by enhancing the algorithm in sentences selecting process, the system would 

be improved. For example, features such as title words, as introduced in a research by 

Kupiec, eta! (1995). 

Another way of improvements is to enhance the Natural Language Processing phase 

during the finishing phase (filtering and shortening summary sentences). This project 

uses a simple method of NLP in doing both processes. Filtering summary sentences is 

done by screening the sentences which have "I'', "She", "He", "They", etc. Later, those 

words would be replaced by the reference sentences which appear earlier. 

Too long sentences from the articles should be shortened in a better way. As for this 

project, the shortening phase is done by identifYing summary sentences which are 

having length more than a particular number of words. The algorithm used in 

shortening the sentences is, so far, by identifying connecting words such as "while", 

"but", "however", etc. which appear in a single sentence. A semicolon (";") which 

separates a single sentence is also considered. The sentences are later shortened by 

truncating them according to the factors above. 
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The improvement on the corpus of the system would enhance and train the application 

in processing the probability of a sentence to be included in a summary. It would be a 

good idea to consider other machine learning techniques such as the decision tree 

algorithm and the Support Vector Machine (SVM). This is to determine whether other 

algorithms might be suitable for tbe features chosen and the corpus used for the 

evaluation. 
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APPENDICES 

APPENDIX A 

SYSTEM'S GRAPIDCAL USER INTERFACE 
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Figure 3.9: System's Main GUI 
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Figure 3.10: Open Document Function 
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Figure 3.15: Statistics T okenization 
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Introduction 

APPENDIXB 

SYSTEM'S HELP FILE 

Text Summarization System is a tool to summarize the articles focusing on oil & gas 
drilling topic. The system implements the Bayesian network as the knowledge base in 
generating the output summary. Text Summarization System with Bayesian Network 
on Oil & Gas Drilling Topic is the final year project done by Iwan Kurniawan, 
Information & Communication Technology student of Universiti Teknologi 
PETRONAS. 

Under the supervision of Ms. Vivian Y ong Suet Peng and Ms. Amy Foong, the system 
tries to implement Bayesian network in generating the summary. The tool used to 
develop the bayesian network is called Weka, a published tool for data mining 
processing. Thanks to Ian Wite, the developer ofWeka. 

How it Works 

The Text Summarization System consists of several steps in order to come up with the 
summary. The input article (which is in .txt file), would be analyzed by first taking all 
the words exist in the article. The system will identify the words which are categorized 
under stop word list. Stop words are the words commonly appear in any article which 
do not give meaningful information or do not carry the main topic of the article. 

Stemming algorithm is applied in order to get the root form of words. This is done to 
avoid the repetition in analyzing or assigning weight of particular words. Example, 
word 'going', 'go', and 'goes' are basically having single meaning; 'go'. 

Next step is the keywords analysis. The system should be able to detect words fall 
under keyword in the database. This will be a comparison process with the knowledge 
base developed before. The weight of each keyword could be different, depending on 
the training sets of the knowledge base. Other words which are not under stopwords or 
keywords would be treated as unknown words, given the weight in the middle range 
between the stop words and the keywords. 

Sentences would be assigned weight of importance level. The sentence weight 
calculation would consider each word's weight. The higher the weight of a sentence, 
the more important it would be seen by the system. The summary is generated based on 
the weight score of the sentence and also the preferred summary length chosen by the 
users. The system should be able to display summary containing most important 
sentences but displaying them based on the sentences order of the article. 
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How to use 

I. Open the desired text article which is going to be sununarized. 
File > Open Document 

2. Set the Summary length to be displayed. 
(10%, 20%, 30, 40%, 50%, 60%, 700/o, 80% or 90%) 

3. Click the 'Sununarize'. 

4. The users may save the sununary output. 
File > Save Summary as ... 

5. The users may print the input article and sununary output. 
File > Print... 

6. The users may view the statistics of the input article. 
Help > Statistics 

The statistics function is to display the necessary information of the input article 
statistics. The statistics includes the following: 

Number of Paragraphs 
Number of Sentences 
Number of Words 
Number of Distinct Words 
Avg sentences/Paragraph 
Avg Words/Sentence 
Avg characters/Word 

Longest Word 
Shortest Word 
Longest Sentence 
Shortest Sentence 
Heaviest Sentence 
Lightest Sentence 

7. The users may find the information about the system. 
Help> About 

8. The users may open the help document on how to use the system. 
Help> AutoTextSunun Help 

9. Quits the application. 
File> Quit 
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APPENDIX C 

EXPERIMENTAL RESULT OF AUTO-GENERATED SUMMARIES 
(AutomaticTextSumm & WordAutoSumm) USING ARTICLE 01 

Evaluation on: Article 01 

Compression 
AutomaticTextSumm WordAutoSumm 

Rate(%) Precision Recall F-Score Precision Recall F-Score 

10 0.177916 0.216421 0.195289 0.726253 0.420711 0.532785 

20 0.311708 0.452873 0.369259 0.726232 0.420703 0.532773 

30 0.55586 1.251544 0.769815 0.726252 0.42071 0.532784 

40 0.469625 0.885457 0.613738 1.028791 0.507096 0.679341 

50 0.394575 0.651731 0.491551 1.0654 0.515832 0.695113 

60 0.203516 0.255518 0.226572 1.212887 0.548102 0.755014 

70 0.332637 0.498435 0.398998 2.208209 0.6883 1.049477 

80 0.164321 0.196632 0.17903 0.980329 0.495033 0.657866 

90 0.164321 0.196632 0.17903 0.980391 0.495049 0.657894 

Table 4.2: The precision, recall and F-score for AutomaticTextSumm and WordAutoSunun using article 
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Figure 4.4: The average precision graph for Text Summarization System and Word Auto Summarizer 
using Article 0 I 
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Figure 4.5: The average recall graph for Text Summarization System and Word Auto 
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Figure 4.6: The average F-Score graph for Text Summarization System and Word Auto 
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APPENDIX D 

EXPERIMENTAL RESULT OF AUTO-GENERATED SUMMARIES 
(AutomaticTextSumm & WordAutoSumm) USING ARTICLE 02 

Evaluation on: Article 02 

AutomaticTextSumm WordAutoSumm 
Compression 

Rate(%) Precision Recall F-Score Precision Recall F-Score 

10 0.499454 0.99782 0.665697 0.367938 0.582122 0.450887 

20 0.36792 0.582078 0.45086 0.625698 0.38488 0.476596 

30 0.865452 6.43231 1.525634 0.214912 0.176895 0.194059 

40 0.950699 19.28341 1.81206 0.515084 1.062212 0.693755 

50 0.890459 8.128964 1.605093 0.231519 0.301268 0.261828 

60 0.890459 8.128964 1.605093 0.231519 0.301268 0.261828 

70 0.701329 2.34817 1.080073 1.800554 0.642928 0.947522 

80 0.230411 0.299395 0.260412 1.800554 0.642928 0.947522 

90 0.230411 0.299395 0.260412 1.172414 0.539683 0.73913 

Table 4.3: The precision, recall and F-score for AutomaticTextSumm and WordAutoSumm using article 
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Figure 4.7: The average Precision graph for Text Summarization System and Word Auto Sununarizer 
using Article 02 
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APPENDIXE 

EXPERIMENTAL RESULT OF AUTO-GENERATED SUMMARIES 
(AutomaticTextSumm & WordAutoSumm) USING ARTICLE 14 

Evaluation on: Article 14 

Compression 
AutomaticTextSumm WordAutoSumm 

Rate(%) Precision Recall F-Score Precision Recall F-Score 

10 0.649020721 1.849171 0.960815 0.498788 0.332794 0.399224 

20 0.75620323 3.101777 1.215959 0.213302 0.271136 0.238767 

30 0.756213732 3.101954 1.215987 0.21342 0.271326 0.238914 

40 0.956653789 22.07007 1.833818 0.91467 10.71922 1.685515 

50 0.935196911 14.43136 1.756563 0.57401 1.347474 0.805069 

60 0.956144358 0.48879 0.646886 0.213891 0.176203 0.193226 

70 0.895212796 8.54315 1.620607 0.636506 1.751079 0.93364 

80 0.965148153 27.69288 1.865288 0.635992 1.747191 0.932534 

90 0.900513322 9.051597 1.638061 0.815503 4.420147 1.376961 

Table 4.4: The precision, recall aod F-score for AutomaticTextSumm and WordAutoSumm nsing article 
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Figure 4.10: The average Precision graph for Text Summarization System aod Word Auto Summarizer 
using Article 13 
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Figure 4.11: The average Recall graph for Text Summarization System and Word Auto 
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Figure 4.12: The average F-Score graph for Text Summarization System and Word Auto 
Summarizer using Article 13 
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APPENDIXF 

EXPERIMENTAL RESULT OF AUTO-GENERATED SUMMARIES 
(AutomaticTextSumm & WordAutoSumm) USING ARTICLE 7 

Evaluation on: Article 7 

AutornaticTextSurnrn WordAutoSurnrn 

Compression 
Rate(%) 

10 
20 

30 
40 

50 
60 

70 

80 

90 

Precision Recall F-Score Precision Recall F-Score 

0.8733 0.7433 0.803073 0.7992 0.7134 0.753867 

0.5 0.6907 0.580079 0.5 0.6234 0.554923 

0.80003 0.7357 0.766518 0.7154 0.6879 0.701381 

0.8 0.7143 0.754725 0.8 0.7247 0.760491 

0.7597 0.7341 0.746681 0.6667 0.7008 0.683325 

0.75 0.7462 0.748095 0.75 0.72307 0.736289 

0.8041 0.7448 0.773315 0.6566 0.6799 0.668047 

0.9 0.8458 0.872059 0.9 0.7626 0.825623 

1 0.9239 0.960445 0.9091 0.7944 0.847889 

Table 4.5: The precision, recall and F-score for AutomaticTextSunun and 
WordAutoSunun using article 7 
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Figure 4.13: The average Precision graph for Text Summarization System and Word Auto 
Summarizer using Article 7 
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APPENDIXG 

EXPERIMENTAL RESULT OF AUTO-GENERATED SUMMARIES 
(AutomaticTextSumm & WordAutoSumm) USING ARTICLE 11 

Evaluation on: Article II 

AutomaticTextSumm WordAutoSumm 

Compression 
Rate(%) 

10 

20 

30 

40 

50 

60 

70 

80 

90 

Precision Recall F-Score Precision Recall F-Score 

0.942 0.9256 0.933728 0.8412 0.8646 0.85274 

0.8334 0.773 0.802064 0.7692 0.7746 0.771891 

0.8734 0.818 0.844793 0.7574 0.7391 0.748138 

0.8642 0.7966 0.829024 0.7362 0.7759 0.755529 

0.8284 0.7964 0.812085 0.7087 0.752 0.729708 

0.913 0.8285 0.8687 0.6792 0.7223 0.700087 

0.8728 0.8271 0.849336 0.6427 0.7311 0.684056 

0.798 0.7281 0.761449 0.6983 0.6772 0.687588 

0.8696 0.7062 0.779428 0.7636 0.6456 0.69966 

Table 4.6: The precision, recall and F-score for AutomaticTextSumm and 
WordAutoSumm using article II 
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Figure 4.16: The average Precision graph for Text Summarization System aud Word Auto 

Summarizer usiug Article II 
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