‘Gene Prediction Systems

by

Hazrina Yusof Hamdani
6498

Final Report Submitted In Partial Fulfillment Of
The Requirement For The
Bachelor of Technology (Hons)

(Information and Communication Technology)

JANUARY 2008

Unmiversiti Teknologt PETRONAS
Bandar Sni Iskandar

31750 Tronoh

Perak Darul Ridzuan



CERTIFICATION OF APPROVAL

Gene Prediction System

by
Hazrina Yusof Hamdani

A project final teport submitted to the
Information and Communication Technology Programme
Universiti Teknologi PETRONAS
in partial fulfillment of the requirement for the
Bachelor of Technology (Hons). -
(Information and Communication Technology)

Approved by,

(Siti Rohkmah Mohd Shukri)



CERTIFICATION OF ORIGINALITY

This is to cemﬁ( that I am responsible for the work submitted in this project, that the
original work is my own except as specified in the references and acknowledgements,
and that the original work contained herein have not been undertaken or done by

unspecified sources or persons.

%ﬁ“%WﬂM&

(HAZRINA YUSOF HAMDANI)



ABSTRACT

Ty}
A

With the increasingly popularity of genome sequencing, transforming such
raw sequence data into knowledge remains a hard task. This project will develop
an application for gene prediction using development tools such as Perl and PHP.
This project also will identify stretches of sequence for genomic DNA that is
biologically functional including protein coding regions. There are 3 steps involve
which are tanscﬁption, splicing and translation. Transcription is the process of
copying DNA to RNA. Meanwhile, splicing is ‘modification of genetic
information afier a few transcriptions. It will determine introns (useless
information) and exons (useful information) in DNA sequence. Hidden Markov
Model which is a mathematical functional will be used in this step in order to
predict the DNA sequence. The introns will be removed and exons will be
combined fogeﬂler to produce mRNA. The final step is translation which is the
process by which mRNA 1s translated into proteins. The protein sequence is the
final output of Gene Prediction System. More rknowledge on gene prediction will
be explored in order to get better undeétanding of how gene prediction works.
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1.1

1.2

INTRODUCTION

Background of the Project

Due to the steadily growth of bioinformatics and related scientific
discipline in bioinformatics, there have been some research and projects had and
planned to be conducted based on the field. Furthermore, it would be interesting
to do a project on gene prediction information system for this final year project.
What is bioinformatics? Bioinformatics is combination of btology field and
information technology field. Westhead says that bioinformatics is the marriage
of biology and information technology {5]. The discipline that includes any
computational tools and methods used to manage, analyze and manipulate large
sets of biological data. Gene prediction is the area of computational biology that s
concerned with algorithmically identifymg stretches of sequence, usually genomic
DNA, that are biologically functional. Gene prediction or gene finding is the most

important step to understand the genomic species once it has been sequenced.
Problem Statement

In earliest day, gene prediction was based on experimentation on living
cells and organisms. Statistical analysis of the rates of homologous recombination
of several different genes could determine their order on a certain chromosome,
and information from many such experiments could be combined to create a
genetic map specifying the rough location of known genes relative to each other.

Nowadays in Malaysia, bioinformatics is not established yet. By
developing this project it will provide newcomers especially students in secondary
school and people who love the biological field and computer field to understand
the principles of bioinformatics applications and fo gain some practice for their

OWI usage.



A traditional way to find genes was to do experiments in the laboratory.

The experiment conducted by researchers will extract and sequence the RNA

because RNA serves as the template for translation of genes inio protein.

Unfortunately by using this traditional way, it will cause some problems such as a

few genes will dominate the sequence and it will be hard to prevent duplication.

- In order to prevent such problems, a computational system of gene finding should
~and will be introduced.

1.3 Objectives

e To develop application for gene finding,

e To identify stretches of sequence for genomic DNA that is biologically
functional including protein coding regions.

¢ To explore gene prediction knowledge.

1.4 Scopes

* Gene finding for Eukaryotes family.
¢ Development tools using Perl/ PHP

¢ Use combine predictive and comparative algorithms for gene finding,



2 LITERATURE REVIEW/ THEORY

2.1  Eukaryote

Eukaryote defines as organisms whose cells are orgamzed into complex
structures by internal membranes and a cytoskeleton. Eukaryote group are
animals, plants, fungi and protests. All living creatures including Eukaryotes have
DNA. To find DNA sequence using the simplest method is to search for open
reading frame (ORFs). An ORF is a length of DNA sequence that contains a
contiguous set of codons, each of which specifies an amino acid. (David Mount,
2001).

2.2 Structure of Gene

To reproduce themselves, organisms' information been stored in DNA.
The term structure of gene mean a unit of information and corresponds to
discrete segment of DNA. It encodes the amino acid sequence of a polypeptide. In
higher organism such as human, the genes are present on a series of long DNA
molecules calléd chromosomes. In human, 30 000 genes arranged on 23
choromosomes [19]. Before the gene (DNA) been transcript to RNA, the gene

structures contains of promoter, exon and intron.

promotor.

5 _ Exw : | Exdn ) Vi Exon} o3

DNA
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TATA-box
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Figure 1: Structure of DNA.

The promoter contains a specific DNA sequences known as response:
elements such as TATA box and CCAAT box. TATA box 1s considered as core
promoter sequence is frequently found in eukaryote. The sequence is TATAA.



There are differences between promoter in eukaryote and promoter in
prokaryotes. Promoter in prokaryote is recognized by RNA polymerase, an
enzyme that makes an RNA copy of a DNA or RNA template [20] and an
associated sigma factor, a prokaryotic transcription initiation factor that enables
specific binding of RNA polymerase to gene promoters [21]. Meanwhile in
eukérybte the process is more complicated because it involves 7 different factors
for the transcription.

Promoter in eukaryote is difficult to characterize because they typically lie
upstream of the gene. The regulatory elements can up until severat kilobases away
from the transcriptional start site. As been mentioned before, many eukaryolic
promoters contain a TATA box. TATA box lies very close to the transcriptional
start site (within 50 bases) [22].

In eukaryote group such as animal and plant, gene are encoded in several
pieces called exon and been separated by non- coding DNA segments called
introns. Meanwhile in prokaryote group such as microbase, gene is encoded by a
simple DNA segment. That is why the method used for predict gene and finding
protein between eukaryote group and prokaryoté group are different. The number
and size of introns vary between genes and introns can be removed from RNA
transcripts by a process call splicing [19]. The process of removing introns will be
discussed later.

23  Deoxyribonucleic Acid (DNA)

DNA, which stands for deoxyribonucleic acid have huge capacity to store
genetic information. It is the substance that makes our genes in a form of a large
macromolecule consisting of a chain of four constituents that called nucleotide. A
nucleotide is made up of one phosphate group linked to a pentose sugar which is
itself linked to one of four types of nitrogenous organic bases. It symbolized by 4
letters A, C, G and T. Forming a bond between the 5° (5 prime) and 3’ (3 prime)



positions of the constituent nucleotides that make the DNA molecule. Example of
of the DNA:
TGACT = Thymine-Guanine-Adenine-Cytosine-Thymine

Kendrew and Perutz discovered that the DNA molecule consists of two
complementary strands strand: thymine (T) facing adenine (A} and guanine (G}
facing cytosine (C). Rosetta stone explains about DNA sequences for example,
when living organisms reproduce, each of their genes must be duplicated. In order
to do this, nature doesn’t go about it like a photocopier but it wiil make an exact

CopYy.
24  Ribonucleic Acid (RNA)

RNA which stands for ribonucleic acid is a nucleic acid polymer
consisting of nucleotide monomers. His roles are to translate genetic information
from DNA into protein products; RNA will acts as a messenger between DNA
and ribosome (the protein synthesis complexes). RNA serves as the template for
transiation of genes into proteins, transferring amino acids to the ribosome to
form proteins. RNA contains ribose sugars and it uses predominantly uracil. 1t has
four different bases which are adenine, guanine, cytosine and uracil. RNA is a

single-stranded molecule and has shorter chain of nucleotides.
2.5  Steps in Gene Finding

Gene finding consists of 3 steps which are transcription, splicing and
translation. These steps describe the process of translation of a gene 1o a protein,
It is call as Central Dogma principle. Central dogma states that information 18
transfer from DNA -> RNA -> protein and such information cannot be transferred

back from protein to either protein or nucleic acid [18).



2.5.1 Transcription

Transcription is the process of copying DNA to RNA. The transcript of
the gene is a molecule that must be processed to remove introns (extra sequences).
Introns are bordered by donor and acceptor which are GT and AG. Introns break
up the amino acid coding sequence into segments called exons. The transcript of
these genes is calied primary transcript or pre-mRNA. Pre-mRNA is processed in

the nucleus to remove the introns and join the exons together into mRNA.
25.2 Splicing

Splicing is a medification of genetic information after a few transcriptions,
1n which introns of precursor messenger RNA (pre-mRNA) are removed, exons of
it are joined, and matured mRNA has been created. mRNA is a molecule of RNA
encoding a chemical "blueprint" for a protein product {23]. In mRNA as in DNA,
genetic information is encoded in the sequence of four nucleotides arranged into
codons of three bases each [23]. Codon is a2 word of 3 nucleotides been used when

translating a DNA sequence into a protein.

Matured mRNA can be recognize by it structure. The mRNA. structure
contains of 5' cap, 2 untranslated regions which are 5' UTR and 3' UTR, coding
region or coding sequence {CDS) and Poly A tail.

The structure of a typicat human protein coding mRNA Inciuding the untransiated regions (UTRs}
{

.

Cap 5' Coting sequence (GDS) SME IUTR j PolyA

Figure 2: Structures of mRNA

mRNA structure, start with 5' cap. 5' cap is a altered nucleotide end to the
5' end of mRNA (5' UTR). The 5' capping is important to create a mature mRNA



which is then will be able to be put through the process of translation because the
5' cap ensure the mRNA's stability while it undergo translation in the process of
protein synthesis [24].

As been mentioned before this, 5' UTR and 3' UTR are the untranslated
region. UTR means untranslated region. 5' UTR and 3' UTR have it own roles in
gene expression but the untranslated region also can be classified into several
general roles which are the region will make sure the mRNA stability, mRNA
localization and the region will make sure the translation work efficiently |23).

5' UTR (five prime untranslated region) known as the leader sequence. I
starts at the +1 position which is the location where transcription begins and ends
before the start codon of the coding region. The size of 5' UTR maybe a hundred
or more nucleotide long [25]. Meaﬁw}ﬁle, 3' UTR (three prime untranslated
region follows the coding region [26]..

The poly A tail is a long sequence of adenine nucleotides added to the
“tail” of mRNA. The size of poly A tail often several hundred nucleotides long.
The general role of poly A tail and also the 5' cap is to protect the mRNA [27]. In
cukaryéte, the poly A tail is added onto transcripts that contain a specific
sequence, the AATAA signal {23]. The -important of the poly A tail is to
demonstrate by a mutation in the human alpha 2-globin gene that changes the
original sequence AATAA into AATAAG, which can lead to hemoglobin

deficiencies.

Finally the last structure in mRNA is coding region or coding sequences
(CDS). Coding region is a composed of codons, which are decoded and translated
into one (mostly eukaryote) and several {mostly prokaryote) proteins by the
ribosome [23]. It will begin with the start codon (ATG) and end with the one of
the three possible stop codons (TAA, TAG or TGA) [23]. The coding region also
been called as open reading frame (ORF). Three possible sets of codon can be



read from any sequence depending on which base is chosen as the start [19]. Each
set of codons is known as a reading frame [19]. Theoretically, the coding region
can be read in 6 reading frames in organisms with double- standed DNA (3 in th
forward and 3 in the reverse direction) [28].

There are 3 types of mRNA molecule which are monocistronic, distronic
and polycistronic. For eukaryotic, the mRNA molecule is monocistronic
meanwhile for eukaryotic, the mRNA molecule is polycistronic. The mRNA
molecul is said to be monocistronic when it is contains the genetic information to
translate on a single protein [23]. Meanwhile for polycistronic mRNA carries the
informations of several proteins, which are translated into several proteins {23]. It
is mean that eukaryotic mRNA only contains a single open reading frame.

One of the methods to determine promoter, extron, intron, 5' cap,
untranslated region, coding region (reading frame) and poly A tail is by using
Hidden Markov Model (HMM). This method will find the coding and non-
coding regions of unlabeled string of pre-mRNA.

2.5.3 Translation

Translation is the process by which messenger RNA is translated into
proteins in eukaryotes.
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Figure 3: Transcription, Splicing and Translation Process

2.6 Amino Acid

To turn proteins into amino acid, we can use genetic code. The standard
genetic code is universal and it uniquely relates A, T, G, and C to a suite of 20

amino-acid symbols.
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C.

e A G
"4 ITTT Phe (F) 'TCT Ser (S) ITAT Tyr (V) [TGT Cys ()
lgirre cer rac T6e ‘
I"HTTALen (L) {TCA" -~ |TAATer |TGATer
| JTTG*  TeGt j_grAGTer '|TGG Trp (W)
iCTTLeu @) |CCT Pro (®)|[CAT His (H) |CGT Arg (R).
Jefctet jecer - jcACt  CGCt
1lcTA &cm" 1CAA Gln (Q)ICGA "
| et jcegr - lcaG"  |cGGT
[ JATTIe @ |[ACT The (T) [AAT Asn (N) |AGT Ser (S)
1y jaTC lAcct laac AGC"
TIATA lACAT gAAAL)s(K)AGAArg(R).
ATG Met MDIACG”  |AAG"  AGG"
IGTT Val (V) GCT Ala (A)|GAT Asp D)|GGT Gly (G)
leTe" iccc _,‘;GAC" leGe"
IGTA" © |GCA"  |GAA Ghi (E) {GGA "
§GTG" lecer  jeaGT  lece*

Table 1: Table of Standard Genetic Code

database sequence. [11]

10

Genome sequencing centers will search newly sequences with gene
prediction programs. After that, it will interpret the sequence database entry with
this information. This annotation includes gene location, gene structure, which
refers to positions of predicted exons/ introns and regulatitory sites, and any
matches of the translated exons with the protein sequence database.

The amino acid sequence of the predicted gene may also be entered in the
protein sequence databases. It is a good practice to reconfirm any gene prediction

of interest and perform alignments of the predicted sequence with matching




2.7

2.8

Other Programs

Few systems that been developed by scientists in whole around the world
Just to predict the gene. Examples of gene prediction program that use several
method such as ab initio and others are GENSCAN (Burger, 1997), GENIE (Kulp
et al., 1996), HMMGene (Krogh, 1997), GENEID (Parra er al., 2000),
GENEWISE (Birmney and Durbin, 1997), PROCRUSTES (Gelfand et al., 1996),
GENOMESCAN (Yeh et al.,2001), AUGUSTUS (Stanke and Waack, 2003) and

many more [34].
Hidden Markov Model

Hidden Markov Model or HMM is a machine learning approach that
derives 'rules' from training data and applies them to new, uncharacterized test
data to predict features similar io the ones leamed. HMM is a mathematical
formulation of a succession of hidden, mutually exclusive properties associated

with one sequence or 2 multiple sequence alignment [1].

Hidden Markov Model has been used in several applications such as
speech recognition, handwriting recognition gesture recognition and
bioinformatics [29]. In bioinformatics especially in the context of DNA, HMM
are used fo predict the location and structure of genes.

For better understanding, the famous “Fair Bet Casino™ will be used as
example for basic HMM. [32]

Dealer flips a coin and player bets on the outcome: H (heads) or 'I' (tails).
Dealer may use a fair coin or a biased coin. The probability of using Fair coin but
get heads or tails are:

(F) Fair: Pp(H) = Pp(T) = %

1



(B) Biased; Py(H) = %, Pp(T) = %

For security, the dealer switches between coins very rarely, only once

every S times (example, probability of a switch is 0.2).

We can model this problem with a “machine”. There are 2 possible states
which are F-fair coin are used and B-biased coin is used. At the beginning of cach
step the m/c is in a hidden state. Why it is hidden? We can say it is hidden
because it is unknown to us as observers. At each step, the m/c decides what step
to take such as whether to switch between the coins or not and what symbol to
emit either heads or tails. o

There is a probability distribution associated with each of what step is
chosen as the next step and what symbol to emit upon changing form one state to

another. It can be represented with a ‘machine’ M= (Q, PIRERE )} where 2 is
alphabet of symbols ({H, T}). Q is set of states, each of which will emit symbols

from 2. ({B, F}). ¢ describing the probability of a transition from state sy to

state s; . For example, ¢ = (app,apr,drs,ayr) with 35 = apr= 0.3, apF = app =
0.2. 1t can also be represented using the diagram below:

0.2
Figure 4: Representation of <

12



€ describing the probability to emit symbol b in state 8. € (ew(b) — a(N
[ matrix which are ex(H) , ex(T), es(H),en(T). It also can be represented in
amatrix form.

ex(H) = e(T) = % , ex(H) = % en(T) = ¥4
e= F F

F|0.8 0.2
Bj02 08

A path I1 =H' 11_[ 2.!—[ um € {F, B} in the HMM is a sequence of states.
For example, let x = THTHHTH Hd = FFBBBBB (M = 7). Then:

X T HT HHTH
I1 F F BB B BB
P % % % % % Y% %
P([T.=>T] :0.8 0.3 0.2 0.8 0.8 0.8 0.8

The probabilities of path that can be used in HMMs are the probability of
sequence x given path | | the probability of picking path[] the joint probability of | ]
and sequence X, the probability that sequence X is generated by the HMM and the
probability that path | lis taken, given that x is observed.

But how likely is that sequence x was generated by M and how fo
determine the most likely path, given the data? The answers are using the Forward
(sum) algorithm by calculating the P(x) and the Veterbi (max) algorithm to
calculates | that maximizes P(x, [P33].

The Forward algorithm goal is to determine the probability P(x) of

generating sequence X = Xi ... Xy with M. The method used one dymamic

programming. For example:

13



Let so = designated start state, Q = {So, ... sn.1} and let £(i) = probability of
generating the prefix x; .... x; and ending in states s;. Below s pseudocode for the
example and the final result that will get is P(x) <- Yi-0501.1 §(M)

£(i) = X p-s0.->5 P(X1...X;, p) over all paths p form s, to s
fo(0) <- 1; £(0) <- 0 for j=1....|Q|-1 (s¢=start state)

fori=1toM do
for j=1 to Q| do
(D) <- &(Xi) Loyt 3xfi(i-1)

S0, P(x) <- Ticoor1 M)

The Veterbi algorithm goal is to determine the probability P(x) of
generating sequence X = X; ... Xy with M. The method is by using dynamic
programming. For example:

Let sy = designated start state, Q = {so, ... sy} and let v(i) = max
probability of generating the prefix x; ... X; and ending in states s; over all paths p:
so to s;. Below is pseudocode for the example and the final result that will get is
maxrP(x, IT). ‘

vi{i) = maxp._>sj P(X1...X;, p) over all paths p form s, to s;j
fo(0) <- 1; £(0) <- 0 for j=1....|Q|-1 (s¢=start state)

for =1 to M do
for j=1 to Q| do

Vi(1) <- &(X;) maXy=o,q1 axjvii-1)

So, maxg P(x, IT) is max j-oy-1 vi(M) and the T, will be retrieve using
trace back pointers.

14



Forward algorithm will calculate the probability for each path that will be
taken to reach the final data. Meanwhile, Viterbi algorithm will determine the
path that will be taken. For betier understanding, let see figure 5. Figure 5 will
represent the Forward and Viterbi algorithms. The blue arrow will represent the
probability for each path and. Meanwhile for figure 6, the yellow circle and
yellow arrow will occur after the path has been determined using Viterbi
algorithm. The final result for this example is:

{Assume F = start with probability 1.0}

x = THHHH
1.0 0.0 M=5
N= Q=2

F C)_ - ) /(\—_2 B ON|Q*2) time/space

R )

WP 5,
E {

oo xy e

HooF (M ) s

Figure 5: The network for the Forward algorithms
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{Assume F = start with probability 1.0}

x = THHHH
1.0 0.0 M=5
N=jaj =2
F (:2 e B (:)) B O(NjQ[*2) time/space

H F (\J‘l _- B
v s (;—:)A e L) .

Figure 6: The network for Viterbi algorithms

Where should the Hidden Markov Model (HMM) been implement in gene
prediction? It has been implemented in the second step of gene finding which is
the “splicing”.

2.9  The Measurement of System Accuracy

The system accuracy can be measured using several ways, by classifying

all prediction calls on the test sequence as:

s True positive (TP). Gene evaluated as genes
» False positive (FP): Non- genes evaluated as genes
¢ True negative (TN): Non- genes evaluated as non- genes

e False negative (FN): Genes evaluated as non- genes

16



Below are formula to find sensitivity of a program and specificity of a
program. Sensitivity of a program is the ability of a program to identify as many
correct genes as possible. Meanwhile, the specificity of a program 1s the
measurement of the proportion of the correct genes out of the total genes
identified. |

e Actual Positive (AP) = TP + FN

e Actual Negative (AN)=FP + TN

e Predicted Number of Positive (PP) = TP + FP

s Predicted Number of Negative (PN) = TN + FN
+ Sensitivity (SS)=TP/ AP

¢ Specificity (SP)=TP /PP

e Correlative- Cocfficient (CC) = (Tp.x TN — ¥P x FNY~/ANxPPx APxPN.

Before the HMM method been found out, gene prediction system were
based on ad hoc features recognition, such as Grail. Using the formula given
above, Grail achieves the sensitivity of 0.72 and specificity of 0.84. Meanwhile,
HMM achieves the sensitivity of 0.93 and specificity of 0.93. The resource of the
result is from Steve Skiena’s website, 2002. [8]

17



cannot do rather than user understand a system on paper which means user can

simulate and view the system flow.[6]

The methodology can display the suitable human computer interface for the

system based on user perspective. Users can try the system prototype and provide

suggestion to improve the interface of the system.

Below is prototyping- based methodology’s figure.

Planning L.

Analvysis

Design

-

Implementation

System
prototype

J——'b- Implementation

3

'

System ]

-

Figure 7: A prototyping- based Methodology

3.2 Tools

All systems in this world have certain tools that are used in order to develop it
based on the requirements. Below are the tools that are planned to be used for this

project:

3.2.1 HTTP Server

The system has been developed using web base. To turn a computer to be a
server, an Apache has been installed to the target computer. Apache is a web

server notable for playing a key role in the initial growth of the World Wide Web

[13]. Apache support variety of features such as PHP (Hyperiext Preprocessor)

and Perl which are languages that have been used to develop the system [12].

19



322 Languages

The basic language in developing a system for web base is HTML. HTML,
which stands for Hypertext Markup Language is the main markup language for
web pages [13]. The system web pages structure basically will be develop using
HTML.

PHP, which stand for Hypertext Preprocessor is a reflective programming
language originally designed for producing dynamic web pages {15]. PHP is a
widely-used general-purpose scripting language that is especially suited for Web
development and can be embedded into HTML. PHP generally runs on a web
server, taking PHP code as its input and creating Web pages as output [15]. PHP
also has many and varied applications, compounded by the availability of many -
standard and third-party modules [16]. PHP is a powerful language in text
processing. It cans manipulate a string that will be used as imput in the system
within a split second. It also been supported in Apache

3.3 Flowchart

Below is the flowchart for Gene Prediction System. At the main page of the
gene prediction system, user will need to enter input sequence by using Iwo
methods either entered the input sequence in given or uploaded the sequence file.
Refer to figure 7 and figure 8. User is given these choices because sometimes the
input sequence that user wants to use just a small size. For example, the size only
1822 base pairs (bp). There are the sizes of input sequence which the length until
191075 bp [17] and it is appropriate if just to upload it.

The output will be represent in graphical and text output. Refer to figure 9.

20



Figure 9: The flowchart for input selection

Figure 10: The flowchart for output selection

22



3.4  Input Format

There are several formats that have been used by bioinfomatics scientists
in all over the world to represent either nucleic acid secquence or protem sequence.
The example of the format which are RAW format, FASTA format, PIR format,
MSF format, CLUSTAL format, TXT format and graphic format.

RAW format which is a sequence format that doesn't contain any header.
The numbers and spaces are usually tolerated [1]. Meanwhile, PIR format is much
less similar to FASTA format but less common. The MSF format and CLUSTAL
format are multiple sequence alignment but the different between them is
CLUSTAL format works with T-Coffee meanwhile MSF doesn’t work with T-
Coffee [1]. TXT format is text format and graphic formats such as GIF, JPEG,
PNG and PDF.[1]

In the system, FASTA format will be used as a default format. FASTA
format contains a header line, follow by a sequence. The FASTA format is better
because it is easy to manipulate and parse sequences using text-processing tools
and scripting language like Python, PHP (for website) and Perl. Almost all the
gene prediction system recognizes the FASTA format.

Other formats that will be used are the graphical formats, It is important

for the user to view some parts of the DNA sequence that has been predicted

earlier. Graphical format can represent information of DNA more clearly.
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35 Milestone

Below is the milestone for the first semester of 2 semester final project

13

14

No. Detail/ Week 1 2 3 4 5 6 7 8 9 10 11 12
1 | Selection of Project Topic
2 | Preliminary Research Work
3 | Submission of Preliminary
Report

4 | Seminar 1

5 | Project Work

6 | Submission of Progress
Report

7 | Seminar 2

8 | Project Work Continues

9 | Submission of Interim
Report Final Draft

10 | Oral Presentation

Table 2: Milestone for the first semester of 2 semester final project

24




Below is the milestone for the second semester of 2 semester final project

No. Detail/ Week

1 | Project Work Continue

2 | Submission of Progress
Report 1

3 | Project Work Continue

4 | Submission of Progress
Report 2

5 | Seminar

6 | Project Work Continue

7 | Poster Exhibition

8 | Submission of Dissertation
(soft bound)

9 | Oral Presentation

10 | Submission of Project
Dissertation (Hard Bound)

Table 3: Milestone second semester of 2 semester final project
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RESULT AND DISCUSSION

Below are the figures of gene prediction prototype. Figure 11 is the
prototype form to be entered by user. User will entered gene sequence which
contains A, C, G and T. If user entered the sequence cither in capital letter or
small letter, the system still will be working. User need to enter probability for
non-gene t0 non-gene, probability for gene to gene and intergenic regions'
frequency. These four parameters will be used in calculation of Hidden Markov
Model. Another parameter that need in the calculation is the training data.
Training data is data of DNA sequence that has been trained a number of times to
determine the probability of A-T-C-G position in an organism. Training data for

one organism is different compare to the other.

T&}(56) (@) B aiwriocabmmmeiskosinbo il R T e TE
Gone Pradiction System

« Gene Prediction System is a program that predicts gense
n sukarytic genomis sequsticss

+ 1t 2an s run on Mis el ssnmsr

= Fleasa fill in e forns bo use the systam

Yiser Traiting Data \alues | Changs Tratning Dtz aiver
]1mn-d [[E'l! Itilﬂlmﬂﬂi Valusg

Paste your sequencei sl here

or uplead a fils in imultiple) FASTA format]

Mon- Gane to Non- Gane

—
Gane to Cans [
—

Inbergenic Regions’ Fraquensy

| F;gure 11: Genc pi‘édictio;n foﬁn
After user entered the sequence and fill up all the forms and clicked the

submit button, the gene prediction engine will process the data. There are 3 steps

involved in the process which; are transcription, splicing and translation.
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In the transcription, the system will capture the DNA sequences and
convert the sequences into colored sequences. The colors that have been used is
base on the standard color of DNA sequences [31]. For Thymine and Guanine,
they have been represented using red and yellow. Meanwhile for Adenine and
Cytosine, they have been represented using green and blue. The colors
representation is to make the human eyes capture the differentiation between the
lefters.

GENE PREDICTION SYSTEM RESULT

TRANSCRIPTION

t. DNA Sequence
[ Thymine [Tl Goanine T |-
[ Adaning A Eytosine [A

HEADER :
S>HSACKIG )

L AA- CTFCTAATT €A TTCAACCACCT TYTACATATCFICA  AARAXATCACAACCTCTE
2 CAACTECAACTTCCTCTTUTATAAATTA AAATAACAATAACCACACCT FAACCCCE C
3 ACTTY A CCAA Ca . Ca ATEAA A4 T 4 A

Figure 12: The transcription

In the splicing, the system will predict the introns (non-gene/useless
information) and exons (gene/useful information) of DNA sequences. How does
the system predict the introns and exons? To do the prediction, Hidden Markov
Model will be used as the algorithms of the prediction.
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Figure 13: Hidden Markov Model

After the DNA sequences have been determined by highlighted either N
(non-gene) or G (gene), the sequence will be represented using in the form shown
below. (Refer figure 14).

SPLICING
1. Gene and Nen- Gene

R
Mon- Gene

RENEERARRERGTRaR
gRERRELEREN WHAE

PEERT e

Find out how HMM works i fid gene and non- gens region, click e Jink: Lina.hbmi

2. MRNA Sequence

Figure 14: Sequence of gene and non gene in DNA sequence
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After the introns(non gene) been removed, the exons (gene) will be
combined and become the MRNA sequences.

2. MRNA Seqquence

{ &4 CTTCTTT Cs TTCAACCACCT TTACATTCTTCA - AAAAAATCACA4CCTCTCAA
2 CTICAACTTCCI'CTTCIT‘XTT%.AAATCAATCCACACCT TACCCCA CACITIY A C
3CAA CA O ATCAA A T

Figure 15: MRNA sequence

The final step of gene prediction is by translating the MRNA sequence to
protein sequence. Tri-nucleotides will represent one element of protein. The final

output will be protein sequence.

3CAL CA CA ATGAS A T - o N

TRANSLATION

1. Descompose MRNA Sequence Into Successive Triplets

UAAGICTT [CTT [TGC [AGTITCA JACC [ACC i TGTITACIATT JCTT [CAGIGAAJAAA ATE IACAIACCITET [CAA
E Lt L]jclteatlsltliricelryfi1fTviefeleirlriTr{sla

CTT [CaA |CTT {<rT ICTT JCTT JATT |AAATATC JAATICCA|TACICTG | TAC [COC | AGCIACT ITTGIGGAIGGT
L o] L{irlLitv]i|EjI|NjPjA|L[X{PF|a8|T|LIG|S
FCALCOC|AGSICAGATC {AAGIACG TOG]G

Q o R g 1 K R | stop

2. Protein Seguence

KLLESSTTCYILQERITTSQLQLPLLIKIRPHLYPSTLGGQGRGIRRSop

Figure 16: Protein sequence
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Even though there are similar systems that have been developed in whole
around the world, Gene Prediction System is different from the other systems in
term of the representation of output and the input that need to be used for
calculation.

In term of output representation, Gene Prediction System is more
presentable because compare to other program the output are been represent using
colors, The colors usage in this system can helps scientist to find out which
nucleotide is more, compare to other nucleotides. Using colors, users either
scientist or non-scientist can see the nucleotides reperesentation clearly. They will
attract to use the system. Other program, the output representation just in a plain
text. No color been used.

In term of input that need to be used for calculation, other program has set

the value for each organism but in Gene Prediction System the valuc nced to be

entered by scientist. It will make the system more generic.
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CONCLUSION AND RECOMMENDATION

For future work, the system output should be displayed in 3-D to make i
looks more interesting for newbie in bioinformatics. This can also attract the

researcher in using the system.

My study indicates that the prediction of gene can be made by several
methods such as HMM model, Homology, Ab initio and many more. By
developing the gene prediction engine, it helps the scientist in microbiological
fields to predict the gene with computers help. They can identify stretches of
sequence for genomic DNA that is biologically furnctional including protein
coding regions. Using the information gathered, people will get the benefits after
the analysis if the gene helps to reduce or prevent diseases.

The research area which is bioinformatics is a2 new field in Malaysia. By
doing some research and exploration in this field, it will give us some sense
awareness that there are another research area that can be explored further by
scientists in Universiti Teknologi PETRONAS and also in Malaysia.

31



REFERENCES

[1] Jean-Michel Claverie and Cedric Notredame, 2003, Bioinformatics for
dummies, Wiley Publishing, Inc.

[2] http://en.wikipedia.org/wiki/genetic_code

[3] http://en.wikipedia.org/wiki/RNA

[4] http://www.nslij-genetics.org/gene/

[5]1 D.R Westhead, J.H Parish and R M Twyman, 2002, Bioinformatics, BIOS
Scientific Publishers Limited.

f6] Selecting Development Approach, February 2005, Centers for Medicare and
Medicaid Services (CMS).

[7] Alan Dennis, Barbara Haley Wixom, David Tegarden, 2005, System Analysis
and Design with UML Version 2.0: An Object Oriented Approach, John
Wiley & Sons, Inc.

[8] http://www.cs.sunysb.edu/~skiena/549/lectures/geneprediction/

[9] hitp://www.sctbio-iitd.res.in/research/genomeanalysis. htm

[10] Jong-won Chang, Chungoo Park, Dang Soo Jung, Mi-hwa Kim, Jac-woo
Kim, Seung-sik Yoo, Hong Gil Nam, Space-Gene,

{11] David W.Mount, 2001, Bioinformatics Sequences and Genome Analysis,
Cold Spring Harbor Laboratory Press.

[12] hitp://httpd.apache. org/

[13] hnp://en.wiicipedia_org/wiki/Apache__HTTP_”Scrver

[14] hitp:/fen wikipedia.org/wiki/HTML

[15] hitp://fen.wikipedia.org/wiki/PHP

 [16] http://en. wikipedia.org/wiki/Perl

[17] Youlian Pan, Christoph W. Sensen, Modular Neural Networks and Their
Application m Exon Prediction.

[18] http://en. wikipedia.org/wiki/Central_dogma_of molecular_biology

[19] P.C Winter, G.I Hickey, H.L Fletcher, 2003 , Instant Notes Genetics, Viva
Books Private Limited.

[20] http://en.wikipedia.org/wiki/RNA_polymerase

32



[21] http://en.wikipedia.org/wiki/Sigma factor

[22] http://en.wikipedia.org/wiki/Promoter

[23] http://en. wikipedia.org/wikyMRNA

[24] http://en. wikipedia.org/wiki/5%27 cap

[25] hitp://fen. wikipedia.org/wiki/5%27 UTR

[26] http://en wikipedia.org/wiki/3%27 UTR

[27] ttp://www.sumanasinc.com/webcontent/animations/content/lifecyclemrna. htm]

[28] hitp:// en. wikipedia.org/wiki/Open_reading frame

[29] http://fen.wikipedia.org/wiki/Hidden Markov_model

[30] What is a hidden Markov Model? Sean R Eddy 2004 Nature Publishing
Group

[31] http://seqcore.bref. med umich.edu/doc/educ/dnapr/sequencing html

[32] Liliana Florea, 2006, Gene Finding, the George Washington University

[33] Alexander Isaev, Introduction to Mathematical Methods in Bioinformatics,
Springer.

[34] Mario Stanke and Stephan Waack, Gene Prediction with a hidden Markov
model and a new intron submodel, 2003

33



