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ABSTRACT

 Mental overload and underload are equally serious conditions that can impinge 

the gains of cognitive training and rehabilitation. Therefore, it is always better to train 

at appropriate pace but the challenge to impose the right amount of cognitive 

workload remains. This thesis reports the designing and development of a functional 

near-infrared spectroscopy (fNIRS) – dynamic difficulty adjustment (DDA), a closed-

loop feedback system, that allows users to train at their appropriate difficulty level 

and workload, and also aids them in preventing mental overload. Oxygenated 

hemoglobin signals measured in the dorsolateral prefrontal cortex (DLPFC) are first 

processed in real time before extracting relevant parameters, which are then compared 

to assess the mental workload and adjust the task difficulty accordingly. It is based on 

the theory that there is a linear relationship between workload and hemodynamics 

where the task difficulty does not exceed the cognitive capacity, however, once there 

is cognitive overload or mental overload hemodynamics starts to decrease. The first 

study was a pilot test involving a mild Alzheimer’s disease patient and a healthy older 

individual, which validated the theory and region of interest – DLPFC. In the second 

study, the functionality of the fNIRS-DDA system was fully explored using 25 

healthy university students. They underwent two separate training sessions: adaptive 

(incorporating the fNIRS-DDA system), and nonadaptive (where the task difficulty 

was fixed at optimum). The workload in each condition was assessed using the NASA 

Task Load Index (NASA-TLX). The significant drop in DLPFC activation and 

negative quadratic regression model observed only in nonadaptive condition coupled 

with sustained performance and higher NASA-TLX scores, especially in both mental 

demand and frustration subscales, might indicate mental overload. Absence of such 

drop in activation and negative quadratic regression model alongside lower NASA-

TLX overall and all subscale scores in adaptive condition suggest that the 

incorporation of the fNIRS-DDA system indeed optimised the participants’ 

engagement and aided the participants in avoiding mental overload. 
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ABSTRAK 

Kerterlaluan atau kekurangan beban kerja mental boleh memudaratkan manfaat 

latihan atau pemulihan kognitif. Latihan mengikuti kebolehan individu lebih baik 

tetapi pengenaan beban kognitif yang sesuai memang mencabar. Tesis ini melaporkan 

sistem pelarasan kesukaran dinamik berdasarkan Spektroskopi Inframerah-Dekat 

(fNIRS-DDA), satu sistem kawalan gelung tertutup yang membolehkan pengguna 

berlatih pada tahap kesukaran dan beban mental yang sesuai dan juga membantu 

mereka mencegah keletih mental. Pengukuran oksihemoglobin dalam korteks 

dorsolateral prefrontal (DLPFC) diproses dalam masa nyata sebelum mengekstrak 

parameter yang kemudiannya dibandingkan untuk menanksir beban kerja mental dan 

melaraskan kesukaran. Ia berdasarkan teori bahawa terdapatnya hubungan linear 

antara beban kerja mental dan hemodinamik di mana kesukaran latihan tidak melebihi 

kapasiti kognitif, namun, kewujudan kerterlaluan beban kognitif atau keletihan mental 

akan mengurangkan hemodinamik. Kajian pertama adalah ujian perintis yang 

melibatkan pesakit Alzheimer ringan dan warga emas sihat untuk mengesahkan teori 

dan bahagian otak berkaitan – DLPFC. Dalam kajian kedua, fungsi sistem fNIRS-

DDA telah diterokai sepenuhnya menggunakan 25 pelajar-pelajar universiti. Mereka 

menjalani dua sesi latihan: kondisi adaptive (kesukaran sentiasa dilaraskan 

menggunakan sistem fNIRS-DDA), dan nonadptive (kesukaran ditetapkan). Beban 

kerja dalam setiap sesi dinilai dengan NASA Task Load Index (NASA-TLX). 

Penurunan sikinifikan pengaktifan DLPFC dan model regresi kuadratik negatif hanya 

diperlihatkan dalam kondisi nonadaptive bersama dengan prestasi kekal dan skor 

NASA-TLX yang lebih tinggi, terutamanya dalam permintaan mental dan frustrasi 

subkelas, mungkin menunjukkan keletihan mental. Ketiadaan penurunan pengaktifan 

DLPFC dan model regresi kuadratik negatif bersama-sama dengan NASA-TLX yang 

lebih rendah dalam kondisi adaptive menunjukkan bahawa sistem fNIRS-DDA 

berjaya mengoptimumkan penglibatan para peserta dan menghindari beban kerja 

mental pada para peserta. 
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Chapter 1 

INTRODUCTION 

1.1 Background Study 

Neuroplasticity, also known as brain plasticity or neural plasticity, can be 

considered as the brain’s ability to change its molecular and structural features and 

systems that dictate a specific function [1]. Over the past few decades, advances in the 

understanding of neuroplasticity have yielded the development of cognitive 

interventions, aiming to exploit the plasticity of the cortex in order to improve 

cognitive function. These interventions are often centred on cognitive tasks [2]  to 

stimulate cognitive functioning and can be grouped into two categories: (1) cognitive 

training, and (2) cognitive rehabilitation [3, 4]. Cognitive training is a guided practice 

of standard tasks to practise specific cognitive functions to improve performance 

while cognitive rehabilitation is an approach focused on improving cognitive 

functioning or reducing functional decline through compensatory or restorative 

strategies. For instance, if neuronal plasticity still presents, cognitive rehabilitation 

may be introduced to Alzheimer’s disease patients in an attempt to slow down the 

insidious progression of the disease. 

Working memory, where conscious thought and learning occur, is both the 

bottleneck and the engine of learning. Capacity limit is one of the major features of 

working memory that are important to learning. However, its capacity to retain 

information is very limited. It means that working memory can only hold a limited 

amount of information at one time. Because working memory is where learning 

processes occur, instructional methods such as practice exercises and graphics can be 

used to stimulate the kinds of processing that ultimately result in learning. Since 

working memory has a limited capacity, it will be important to manage the capacity of 
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working memory i.e. to keeping cognitive load appropriate so that the learner can 

devote scarce working memory capacity to productive learning processes.  

Mental workload reflects the amount of cognitive or attentional resources being 

allocated to meet task demands at a given point in time, in other words, how hard the 

brain is working to meet task demands. The amount of mental load imposed during 

any given lesson or training will depend on (1) the complexity of the content, (2) the 

related experience of the learners, (3) the rate and control of presentation of 

information, and (4) the instructional modes and methods used to teach the content 

[5]. Indeed it is the cognitive demands imposed by learning materials on learners that 

promote the learning objectives. An ideal amount of effective cognitive demand falls 

just beyond the capacity limits of the learner so that he or she is challenged to invest 

mental effort in the learning tasks. However, sustained overloading working memory 

can cause cognitive overload or mental overload, which leads to negative 

consequences both for learning and for motivation [6]. Cognitive overload or mental 

overload occurs when the processing demands evoked by the learning task exceed the 

cognitive capacity. If cognitive load is too high or too low, the leaner is overwhelmed 

or underwhelmed, and the learning is disrupted. As a result, the gains of cognitive 

training would be reduced or even eliminated [7, 8] as meaningful learning often 

requires substantial cognitive processing. 

Therefore, it is always better when the learners train at their own pace [9], as 

compared to when train independently of learner control which can quickly overload 

working memory capacity. The challenge is to define learning tasks that impose the 

right amount of productive load and at the same time minimize irrelevant sources of 

cognitive load. One of the attempts include the implementation of dynamic difficulty 

adjustment (DDA), a technique for adaptively changing a task to make it easier or 

harder based on one or more feedback sources. These sources can be critical events, 

human performance, physiological metrics, models of performance, and combinations 

of two or more of the above [10]. Among the many methods of measuring mental 

workload, physiological measures offer promise because they can be more closely 

linked to brain function. They are more sensitive to the aspects of the task [7] and are 

known to respond to cognitive demand in a relatively predictable manner [11]. 
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Physiological measures can also index the level of mental demand associated with a 

given task because they can provide continuous and unobtrusive monitoring of the 

learner and do not interfere with the learner’s ongoing work [12-16]. Accurate 

assessment of mental workload could allow for pertinent intervention by adapting the 

intervention when any detrimental state that can arise from either work overload or 

understimulation is detected [17-21]. 

Various neuroimaging modalities such as electroencephalography (EEG) and 

functional magnetic resonance imaging (fMRI) can be used to provide objective 

measures of mental workload. Increasing task difficulty, for instance, is known to be 

associated with EEG changes such as increased power in the beta bandwidth, 

increased theta activity at frontal sites and the suppression of alpha activity [22, 23]. 

On the other hand, a fMRI study has reported that there is a linear relationship 

between task difficulty and activations in regions related to working memory 

processes [24]. Although EEG offers excellent temporal resolution, its spatial 

resolution is very limited. Furthermore, the tedious setup and susceptibility to motion 

artifacts should be considered for minimally intrusive deployment. The fMRI, on the 

other hand, offers excellent spatial and temporal resolution but the equipment is 

expensive and not portable, plus the subject constraints are strict. In contrast, one of 

the relatively new optical imaging techniques, functional near-infrared spectroscopy 

(fNIRS) is a more viable alternative for cognitive state monitoring. 

This thesis presents a new real-time fNIRS-DDA system, which uses fNIRS brain 

signals as a reference to dynamically adjust the difficulty level of a given task, aiming 

to improve user engagement and prevent mental overload by imposing the right 

amount of cognitive load. The fNIRS-DDA system has the flexibility to be used 

together with any task no matter in cognitive training or cognitive rehabilitation.  
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1.2 Problem Statement 

 Mental overload affects cognitive training or rehabilitation gains 

Cognitive training has the potential to improve or maintain performance in a 

specific domain while cognitive rehabilitation can help brain-injured or otherwise 

cognitively impaired individuals to restoral normal functioning, or to compensate 

for cognitive deficits. However, for both cognitive training and cognitive 

rehabilitation, a range of difficulty levels may be available. As mentioned 

previously, different task difficulty levels can result in different mental workload 

and various cognitive states. The ideal amount of effective cognitive demand falls 

just beyond the capacity limits of the learner [5] so that he or she is challenged to 

invest extra mental effort in the learning tasks. However, mental overload and 

underload are both equally serious conditions that can cause the learner to lose 

focus, learn less, and is less productive and more error-prone [25, 26]. As a 

result, the gains of cognitive training would be reduced or even eliminated [7, 8] 

as meaningful learning often requires substantial cognitive processing. Therefore, 

it is always better when the learners train at their own pace [9]. The challenge is 

to impose the right amount of cognitive load. It can be done by adjusting the 

amount of cognitive load accordingly to metrics of mental workload. The main 

problems remain how and which metric to use in the implementation of a reliable 

DDA system that can provide accurate continuous and unobtrusive monitoring of 

the learner, and do not interfere with the learner’s ongoing work.  

1.3 Research Hypothesis 

Taking mental overload into account, the fNIRS-DDA system developed is 

designed to maintain a user’s engagement and prevent mental overload by imposing 

the right amount of cognitive load via adapting the challenge of a task automatically 

based on the user’s current mental state. Therefore, it is hypothesized that the use of 

the fNIRS-DDA system optimizes the user’s engagement and prevent mental overload 

by providing personalized cognitive training. 
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1.4 Research Objectives 

The objectives of the research are as follow: 

 To design and develop a fNIRS-DDA system  

This thesis reports the design and development of the fNIRS-DDA system that 

not only allows users to train at their appropriate level of difficulty and workload 

but also aids them in preventing mental overload. The system is designed to 

impose the right amount of cognitive load via adapting the challenge of a task 

automatically based on the user’s current mental state. The fNIRS-DDA system 

has the flexibility to be used together with any task no matter in cognitive 

training or cognitive rehabilitation. 

 

 To examine and validate the efficacy of the fNIRS-DDA system 

This thesis also looks into the efficacy of the fNIRS-DDA system in optimizing 

the user’s engagement and preventing mental overload by conducting two 

separate studies. In these studies, the fNIRS-DDA system was bundled with a 

well-established cognitive task – mental arithmetic problem solving, aiming to 

slow down the progression of dementia in Alzheimer’s disease patients. 

However, both of these aforementioned studies were only pre-studies. The first 

study was a pilot study involving only two older participants (a mild Alzheimer’s 

disease patient and a healthy control) to validate the proposed theory and target 

region while the other study was conducted solely to fully test the functionality of 

the fNIRS-DDA system i.e. does it really help to prevent mental overload. The 

efficacy of the fNIRS-DDA system coupled with the mental arithmetic problem 

solving cognitive training in slowing down progression of dementia will be 

assessed in future studies. 
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1.5 Scope of Study 

This work focuses in designing and developing a fNIRS-DDA system to be used 

along with cognitive training or cognitive rehabilitation, aiming to maintain a user’s 

engagement and prevent mental overload by adapting the challenge automatically 

based on the user’s current mental state, as measured by fNIRS, in order to impose the 

right amount of cognitive load. By maintaining a user’s engagement and preventing 

mental overload, the gains of cognitive training or rehabilitation can be maximized. 

First, designing the system consists of selecting the most suitable DDA feedback 

metrics, identifying the most appropriate neuroimaging modality, defining the target 

region to acquire the neurophysiological metrics and describing the steps to process 

and ultimately translate the neurophysiological metrics to feedback for the DDA. 

Subsequently, a fully automated software was developed using MATLAB 

(MathWorks, Inc.) accordingly to the system design. 

Based on extensive literature review, mental arithmetic problem solving was 

identified as the task to be used in cognitive rehabilitation for Alzheimer’s disease to 

slow down progression of dementia. A first pilot study was first carried out to validate 

the proposed theory and target region, followed by a second pilot study to fully test 

the functionality of the fNIRS-DDA system i.e. does it really help to prevent mental 

overload. The efficacy of the fNIRS-DDA system coupled with the mental arithmetic 

problem solving cognitive training in slowing down progression of dementia will be 

assessed in future studies. 
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Chapter 2 

LITERATURE REVIEW 

2.1 Neuroplasticity 

Neuroplasticity, also known as brain plasticity or neural plasticity, refers to the 

ability of the brain, or more precisely the central nervous system, to alter its molecular 

and structural features and systems that dictate a specific function [1]. 

Microscopically, neuroplasticity allows the neurons (nerve cells) to change its form 

and function to adapt in response to new situations, changes in the environment or to 

compensate for lesions. Some of these alterations include the transfer of brain activity 

associated with a specific function to other parts of the brain, recruitment of new or 

different neural networks, thickening or shrinkage of grey matter, and strengthening 

and weakening of synapses. At the cellular level, changes in membrane excitability, 

synaptic plasticity, as well as structural changes in dendritic and axonal anatomy are 

observed in animals and humans [27, 28]. 

The study of neuroplasticity engages scientists from a vast array of disciplines 

because of the profound implications it has for understanding the functional 

underpinnings of action and cognition in the healthy and lesioned brain [29]. Over the 

past decades, several researches showed that neuroplasticity occurs throughout the life 

span [30-32]. Therefore, there has been an increased interest in improving cognitive 

function by exploiting the plasticity of the cortex. These interventions are often 

centred on cognitive tasks [2] and can be grouped into three categories: (1) cognitive 

stimulation, (2) cognitive training, and (3) cognitive rehabilitation [3, 4]. 

Cognitive training is a guided practice of standard tasks to practise specific 

cognitive functions to improve performance while cognitive rehabilitation is an 

approach focused on improving cognitive functioning or reducing functional decline 

through compensatory or restorative strategies. Several studies showed that intensive 

training of a cognitive or motor process induces plastic changes in underlying cortical 

structures and representations [33, 34]. On top of that, advances in the understanding 
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of neuroplasticity in the process of functional recovery following brain lesions are 

starting to lead to the development of more rational strategies to facilitate cognitive 

rehabilitation [35, 36]. 

2.2 Working Memory 

Working memory involves a total of three subsystems [37]. Two of them are 

to store and manipulate visual images as well as verbal information, which include 

visuospatial sketchpad and phonological loop [38, 39].  Last but not least, the third 

subsystem is known as the central executive – an attentional system that selects goal-

relevant behaviour by focusing and switching attention. Therefore, well-coordinated 

subsystems are able to store and retrieve information from long-term memories [40].  

Working memory, where conscious thought and learning occur, is both the 

bottleneck and the engine of learning. Capacity limit is one of the major features of 

working memory that are important to learning. However, its capacity to retain 

information is very limited. It means that working memory can only hold a limited 

amount of information at one time. Because working memory is where learning 

processes occur, instructional methods such as practice exercises and graphics can be 

used to stimulate the kinds of processing that ultimately result in learning. Since 

working memory has a limited capacity, it will be important to manage the capacity of 

working memory i.e. to keeping cognitive load appropriate so that the learner can 

devote scarce working memory capacity to productive learning processes. 

As working memory is heavily involved in a vast range of functions, 

Alzheimer’s disease patients often suffer from cognitive impairments that are 

associated with deficits in working memory; see 2.6.3.   
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2.3 Mental Workload 

Mental workload reflects the amount of cognitive or attentional resources being 

allocated to meet task demands at a given point in time, in other words, how hard the 

brain is working to meet task demands. The amount of mental load imposed during 

any given lesson or training will depend on (1) the complexity of the content, (2) the 

related experience of the learners, (3) the rate and control of presentation of 

information, and (4) the instructional modes and methods used to teach the content 

[5]. 

2.3.1 Underload and Overload 

Mental overload and underload are both equally serious conditions that can cause 

the learner to lose focus, learn less, and is less productive and more error-prone [25, 

26]. Indeed it is the cognitive demands imposed by learning materials on learners that 

promote the learning objectives. An ideal amount of effective cognitive demand falls 

just beyond the capacity limits of the learner [5] so that he or she is challenged to 

invest mental effort in the learning tasks. However, sustained overloading working 

memory can cause mental overload, which leads to negative consequences both for 

learning and for motivation [6]. Mental overload occurs when the processing demands 

evoked by the learning task exceed the cognitive capacity [41].  Different task 

difficulty can also result in different mental workload and various cognitive states, 

which can affect performance and learning. If cognitive load is too high or too low, 

the leaner is overwhelmed or underwhelmed, and learning is disrupted. As a result, 

the gains of cognitive training would be reduced or even eliminated [7, 8] as 

meaningful learning often requires substantial cognitive processing. 

Therefore, it is always better when the learners train at their own pace [9], as 

compared to when train independently of learner control which can quickly overload 

working memory capacity. The challenge is to define learning tasks that impose the 

right amount of productive load and at the same time minimize irrelevant sources of 

cognitive load. 
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2.4 Dynamic Difficulty Adjustment (DDA) 

One of the attempts to impose the right amount of cognitive load include the 

implementation of DDA, a technique for adaptively changing a task to make it easier 

or harder based on one or more feedback sources. By monitoring user state and 

adapting the system when it detects detrimental states, a DDA system improves 

performance and helps users maximize their amount of productive work. The 

implementation of DDA can be very beneficial. For instance, DDA can offer 

personalized learning i.e. the pace of learning or materials can be tailored accordingly 

to the understanding of each individual. In the gaming world, players reported that 

they experience faster performance gains and feel more in control when the difficulty 

adjusts adaptively based on their skill [42]. A previous study also revealed that the 

players are more engaged when the difficulty is adjusted accordingly to performance, 

as compared to when the difficulty is simply altered over the course of gameplay [43]. 

Outside of the gaming world, DDA systems can also be used to facilitate the 

transition of users from novice to expert [44].  

2.5 Metrics of Mental Workload 

While there has been considerable research on the topic, various metrics have the 

potential to be a reliable indicator of mental workload. These metrics can be critical 

events, human performance, physiological metrics, models of performance, and 

combinations of two or more of the above [10]. Among the many methods of 

measuring mental workload, there are three main classifications: performance, 

physiological, and subjective-based measures. 

2.5.1 Performance Measures 

It is generally accepted that performance may be indicative of the effectiveness in 

accomplishing a particular task [45]. These techniques exploit the assumption that 

people have limited cognitive resources to assess mental workload related to task 

difficulty. Generally, the two ways to measure workload on the basis of performance 
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include primary and secondary task measures. The former is a more direct than the 

latter, but both are used and at least moderately accepted. Previous studies utilizing 

such measures confirmed that they are sensitive to mental demand changes under 

certain conditions [46, 47], implying that it is possible to estimate workload by 

measuring the increase/decrease in performance.  

The primary task can be measured by recording different variables e.g. number of 

correct responses, response time and accuracy. However, in accordance to the 

attentional resources model, the limitations are that optimum performance does not 

necessarily reflect the optimum task workload. Some other limitations are that such 

measures cannot accurately assess the amount of workload over a short period of task 

performance and they do not consider spare mental capacity [48]. Another problem is 

that the measures cannot be easily applied directly to another task i.e. the primary 

performance measure must be separately selected for each different course. 

The secondary performance measure, an extra measure to the primary task, 

attempts to assess the residual capacity that is not utilized in performing a task. It 

compares between the mental capacity consumed by the main task and the total 

available capacity. According to Multiple Resource Theory, theoretically, since 

primary task performance takes up a certain amount of cognitive resources, the 

remaining resources are used on secondary task performance [49]. Such measure is 

able to capture if there is any spare mental capacity, however, less importance should 

be placed on it as compared to the primary task and major problem is that the use of 

secondary tasks may disrupt primary task performance [50]. 

However, if the task is too easy, both performance measures don’t clearly reflect 

levels of workload as performance is not lacking in any region. In comparison to 

secondary task performance, primary task performance is easier to measure and its 

accuracy is more extensively tested. All in all, primary task performance should be 

prioritized when it comes to assessing mental workload based on performance. 
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2.5.2 Physiological Measures 

Physiological measures are able to provide objective measurement of mental 

workload an individual is experiencing on the basis of the physical reactions of the 

body. Objective measurement is the most exact and therefore the best way to assess 

workload because it does not require a direct response from the individual, unlike 

subjective measurements [51]. It has been reported that physiological metrics are 

sensitive to cognitive workload. Some of the most common physiological metrics 

used to evaluate mental workload include cardiac activities, eye blink activity, and 

brain activity.  

2.5.2.1 Cardiac Activities 

The most common physiological measurement of mental workload is cardiac 

monitoring. Cardiac measures are often used because they are easy to evaluate and are 

considered a fairly reliable indicator of workload. Cardiac activity can be measured 

through heart rate, heart rate variability, and blood pressure. 

2.5.2.1.1 Heart Rate (HR) and Heart Rate Variability (HRV) 

HR and HRV are widely regarded as reliable physiological measurements of 

mental workload as the effects of mental workload are often observed in the 

cardiovascular system. Sympathetic and parasympathetic nervous systems, both part 

of the autonomic nervous system, work involuntarily and can induce changes on HR 

and HRV directly when alterations in mental activity take place. HR has been proven 

to more sensitive to mental demand, as observed in flight control tasks [52], and 

mental arithmetic task [53]. Meanwhile, HRV, which refer to the variation in the time 

interval between heartbeats, is sensitive to mental demand changes, particularly those 

imposed by complex tasks. Changes in heart rate is claimed to be associated with 

increasing mental effort [54]. HRV is a more sensitive metric than HR, when it comes 

to measuring the change of mental workload in complex cognitive tasks. One of the 

biggest advantages of both HR and HRV is the easy and simple recording procedure 

that does not interfere with the ongoing task. However, both of them are susceptible to 

other environmental factors such as physical load, noise and temperature [55].  
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2.5.2.1.2 Blood Pressure 

Mental workload can also be evaluated on the basis of blood pressure [53]. Blood 

pressure refers to the pressure of circulating blood on the walls of large arteries of the 

systemic circulation. Blood pressure is recorded with two numbers – the systolic (high 

number) and diastolic pressure (lower number). The former is the force at which the 

heart pumps blood around the body while the latter is the resistance to the blood flow 

in the blood vessels. Although blood pressure changes are related to HR changes and 

thus can be indicative of the effect of workload on the cardiovascular system [56], 

problem is that not only blood pressure is monitored mainly at discrete time intervals 

but it also uses an inflatable cuff placed around the arm, which can be uncomfortable. 

There, blood pressure may not be that suitable to be used in a DDA. 

2.5.2.2 Eye Blink Activity 

Eye blink activity is obtained by measuring blink frequency (the number of eye 

closures in a given period of time) and duration. There has been a widespread use of 

such measure in various studies including flight control tasks [52] and visual 

monitoring tasks [53]. Both studies pointed out that there is negative relationship 

between task complexity and blink frequency, and that blink duration is shorter at 

higher difficulty level. However, depending on the nature of the task, the eye blink 

rate is not always negatively associated with mental demand [46] and changes in light 

or air quality may affect the eye blink rate [51]. 

2.5.2.3 Brain Activity 

All the aforementioned physiological metrics employ indirect means to assess 

mental workload. Cardiac activities and eye blink are all influenced by signals the 

brain sends when different levels of mental load are imposed. The brain is said to play 

a pivotal role in processing information, making decisions and initiating actions in 

response to the external stimuli [22]. Apart from the good temporal resolution of 

cognitive activity that task-related brain activity offers [57], the measurement 
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procedure is continuous and does not interfere with the task [58]. Some of the most 

common neuroimaging modalities used to assess workload are fMRI, EEG, and 

fNIRS. However, these modalities require specialized equipment and special training 

to operate and interpret the data. 

2.5.2.3.1 Functional Magnetic Resonance Imaging (fMRI) 

Due to its non-invasiveness and excellent spatial resolution, fMRI is regarded as 

the most widely used neuroimaging modality in investigating cognitive impairments 

[59]. By utilizing magnetic resonance imaging (MRI) technique, fMRI detects task- 

associated changes in blood oxygenation and flow to measure the brain activity. 

Typical fMRI image is shown in Figure 2.1. fMRI offers excellent spatial and 

temporal resolution [60]. 

The working principle of fMRI is exactly the same with that of magnetic 

resonance imaging. fMRI uses a strong magnetic field and radio waves to image 

blood flow in the brain. It is based on the fact that oxygenated hemoglobin (oxy-Hb) 

and deoxygenated  hemoglobin (deoxy-Hb) behaves differently in a uniform magnetic 

field; they have distinct magnetic resonance. Hemoglobin turns diamagnetic when 

oxygenated but paramagnetic when deoxygenated. Such characteristic generates small 

differences in the magnetic resonance signal of blood, based on the oxygenation level. 

Since blood oxygenation is associated with neural activity, the differences are claimed 

to be reflecting brain activity. 

 

Figure 2.1: A typical fMRI image. Yellow areas indicate increased brain activity 

compared with a control condition. (credit: “Superborsuk”/Wikimedia Commons) 
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Since fMRI measures cerebral blood flow in high resolution, it has been claimed 

that fMRI can be used to provide sensitive objective assessments of variations in 

mental workload [61]. The use of cerebral blood flow to assess workload is based on 

the principle that there is a close coupling between neuronal electrical activity, the 

demands imposed by the associated cellular processes, and regional blood flow in the 

brain [62]. Several studies agree that there is a linear relationship between fMRI 

activity and task complexity, as observed in brain regions associated with task-related 

processes [63-65]. 

Although fMRI offers various advantages, scanning is taken in a large tunnel-

shaped machine which can fill up a room easily (see Figure 2.2). The equipment is 

expensive and not portable. Before undergoing a fMRI scan, the participants have to 

be checked for different types of metal in the body and all metal objects such as 

earrings and necklaces must be removed. The participants are often instructed to 

remove their clothes and may have to change into a hospital gown. After that, the 

participants then have to lie down on a table and are restricted to a fixed position 

throughout the fMRI scan. During the fMRI scan, the table will then slide into and out 

of the tunnel, stopping at different positions. Unwanted noises and vibrations 

generated by the machine may cause discomfort or even anxiety. These negative 

emotional states may influence the study or research. Worse, being confined in the 

tunnel imposes a significant threat to people who are suffering from claustrophobia 

[66]. This highlights the need for new neuroimaging technique like fNIRS. 

 

 

Figure 2.2: fMRI machine in the College of Medicine, Florida State University. 
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2.5.2.3.2 Electroencephalography (EEG) 

EEG uses electrodes affixed to the scalp to detect the electrical activity in the 

brain. Typical EEG data (waveforms) are illustrated in Figure 2.3. EEG is considered 

the fastest neuroimaging modality as the sampling rate of EEG is at least 250 Hz; 

thousands of snapshots per second. In other words, EEG offers excellent temporal 

resolution. This enables further processing or analysis to be carried out at sub-second 

timescales or even in real time. Despite having a high temporal resolution, the 

resistivity of skull greatly limits its spatial resolution [67]. 

This electrical activity is produced by synchronized activity of billions of nerve 

cells in the brain. The electrical activity is measured in voltages. These neurons 

located in the brain produce very small electrical signals that form patterns known as 

brain wave. The electrodes affixed detects electrical signals along the scalp, digitizes 

the data and sends the data to an amplifier. The data are then amplified before being 

displayed or sent to another processing unit. EEG signals are generally divided into 

four bands: delta waves (up to 4 Hz), theta waves (4–8 Hz), alpha waves (8–13 Hz), 

and beta waves (more than 13 Hz). 

Alpha waves have been reported to disappear and to be replaced by beta waves 

when mental workload is increased [68]. Generally, both theta and alpha exhibit 

positive and negative relationship respectively with increasing mental workload [52]. 

On the other hand, complexity and volume changes affect delta and alpha waves 

 

Figure 2.3: Typical EEG data (waveforms). 
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differently [22]. Although EEG measures can evaluate the relative contributions of 

different workload, there are a few shortcomings. 

EEG is highly prone to multiple forms and sources of noise. They include 

physiological and non-physiological artifacts, including motion artifacts [69]. Since 

EEG detects electrical signals along the scalp, it is claimed that only a small 

proportion of the signals recorded actually originates from the deeper brain layer [70]. 

EEG’s advantages include low costs, ease of use, and high temporal resolution. 

However, EEG offers poor spatial resolution, which makes it difficult to pinpoint the 

brain region where the electrical activity is actually coming from. Besides that, it is 

relatively lengthy and tedious to set up and record an EEG. One can either manually 

tape the electrodes in place or use an EEG cap (refer to Figure 2.4). Both options 

often require application of gooey gel-like substance on the scalp of participants via a 

syringe to enhance the conductivity between the scalp and the electrode. Gel stuck all 

over the hair of the participants may be messy and may cause discomfort. 

 

Figure 2.4: Installation of EEG electrodes. (a) Manually taping the electrodes in place. 

(b) Using an EEG cap. 

2.5.2.3.3 Functional Near-Infrared Spectroscopy (fNIRS) 

fNIRS is considered a relatively new technology in neuroimaging field. Over the 

past 20 years, there has been an increasing deployment of fNIRS in various 

researches. fNIRS is a neuroimaging modality that monitors the brain activity non-

invasively through hemodynamic responses [71]. fNIRS possesses excellent temporal 

resolution (1 ms) with reasonable spatial resolution (1 cm). It offers several 

advantages such as portability, ease of setup and the subject constraints are more 
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lenient. fNIRS data can be presented in the form of signal or image over a specific 

area if sufficient channels are used (see Figure 2.5). Subsequent paragraphs discuss 

the discovery and principles of fNIRS. 

One of the earliest fNIRS study was conducted in 1977 [71]. The working 

principles behind fNIRS include: 1) Human skin, tissues, and bone are relatively 

transparent, enabling near-infrared (NIR) light to travel through them; 2) Some of the 

NIR light is absorbed by complex protein in the red blood cells; and 3) The attenuated 

NIR light then travels through its optical pathway and is picked up by a detector. As 

arterial bloom volume occupies approximately 30% of the brain volume, fNIRS may 

be able to quantify hemodynamic changes that occur within the venous compartments. 

The hemodynamic responses are measured through the changes in the concentration 

of oxy- and deoxy-Hb. oxy-Hb is the form of hemoglobin with the bound oxygen 

while deoxy- 

 

Figure 2.5: Representation of fNIRS data. (a) Waveform where red and blue lines 

represent concentration changes of oxy-Hb and deoxy-Hb respectively. (b) Map or 

image where red and blue intensities indicate increase and decrease in concentration 

respectively. 

 

 
(b) 

(a) 
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Hb is the form of hemoglobin without the bound oxygen. Next paragraph looks into 

the mechanism of fNIRS. 

NIR light of two distinctive wavelengths in the spectrum of 700-900 nm is 

irradiated by an emitter. In this spectrum, the NIR light is able travel through human 

skin, tissues, and bone while part of the transmitted NIR light is absorbed by oxy- and 

deoxy-Hb which are stronger absorbers of light. Both oxy- and deoxy-Hb absorb NIR 

light differently. The absorption spectra of oxy-, deoxy-Hb and where NIR light 

operates are illustrated in Figure 2.6. The attenuated NIR lights is then picked up by a 

detector. The distinctive absorption spectra of enable the respective change in NIR 

light intensity due to the absorption of oxy- and deoxy-Hb to be measured. The entire 

mechanism is simplified and demonstrated in Figure 2.7. Using the modified Beer-

Lambert law, these changes in NIR light intensity are then converted to relative 

concentration change of oxy- and deoxy-Hb. Concentration changes in both oxy- and 

deoxy-Hb are calculated based on the NIR light scattering and attenuation. 

 

Figure 2.6. Absorption spectra of oxy- and deoxy-Hb for different NIR wavelengths. 

 

Figure 2.7: How fNIRS works. NIR light is emitted and attenuates when it travels 

through the brain before being picked up by a detector. 
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Both oxy- and deoxy-Hb can be used as indicators. Nonetheless, in contrast to 

deoxy-Hb, oxy-Hb is proven to be more sensitive to cerebral blood changes that are 

associated with task [72]. This is supported by another study that claims that changes 

in blood oxygenation reflect neuronal changes [73]. There has been a widespread use 

of fNIRS in studying different primary brain functions including motor [74], visual 

[75] and auditory [76]. fNIRS was also deployed to investigate task-associated 

hemodynamic responses during verbal fluency test [77, 78]. Last but not least, a few 

researches attempted to utilize fNIRS in treating attention deficit hyperactivity 

disorder [79, 80] and implementing brain–computer interface [81]. 

One method to assess changes in workload using fNIRS is to analyse the changes 

in oxy-Hb. By looking into the changes in this parameter, it is possible to measure the 

level of brain activity (and thus the workload) in the user’s P when he or she is 

engaged in a complex task. This approach has succeed in detecting the workload level 

for participants piloting unmanned air vehicles [82], engaging as part of a human-

robot team [83], and performing a complex visual task [84]. A linear relationship 

between task workload and hemodynamics has often been observed [82, 85] where 

the difficulty of the task at hand does not exceed the cognitive capacity of participant. 

When cognitive capacity is exceeded the observed effects on hemodynamics conform 

to the shape reported by the Yerkes–Dodson law (see Figure 2.8) [86]. Workload  

 

Figure 2.8: The original version of the Yerkes-Dodson law, based on the actual 

findings and theorizing of Yerkes and Dodson [86]. 
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alone does not have a quadratic relationship with functional hemodynamics, but 

instead once there is mental overload functional activation decreases. There are 

evidences from other studies  support the above claim i.e. prefrontal activation 

followed an inverted U-shaped curve (increases with load up to a certain difficulty 

level then decreases) [87-91]. The presence of a negative quadratic slope or a sudden 

decrease during monitoring of workload dynamics is indicative of mental overload. 

fNIRS equipment is inexpensive, easy to set up, and highly portable. Take Hitachi 

ETG-4000 fNIRS system as an example (see Figure 2.9(a)), with a volume of 560 mm 

x 933 mm x 1470 mm and two pairs of 360° rotating wheels, it is considered as a 

compact and mobile unit. It is fairly easy to move the machine around or load the 

machine into a moving truck. Apart from that, the machine itself occupies very little 

space. The lightweight probes (emitters and detectors) of fNIRS can be attached to 

probe holder(s) which can be positioned on the head of participant easily and quickly 

(refer to Figure 2.9(b)) while still allowing users to still function normally. Glass or 

plastic rod can be used to clear away the hair to ensure that the probes are in good 

contact with the scalp. Last but not least, there are far fewer constraints imposed on 

the participants. The participants are allowed to wear whatever they and they don’t 

have to prepare anything to undergo fNIRS measurement. Furthermore, the 

environment is controlled by the operator. These advantages make fNIRS useful and 

suitable for clinical applications and measuring infants as well as children. Besides 

that, fNIRS has specific advantages in being applied to DDA systems. Additionally, it 

has been found to be resistant to movement artifacts in comparison to other modalities 

[92]. 

 

Figure 2.9: Hitachi ETG-4000 fNIRS system in use. (b) A participant wearing a probe 

holder that holds all the probes in place. 

 

(b) (a) 
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2.5.2.3.4 Comparison 

Like fMRI, fNIRS probes the same underlying hemodynamic responses non-

invasively. However, fMRI possesses higher spatial but lower temporal resolution 

than fNIRS. The fMRI equipment is expensive, and not portable. On the other hand, 

fNIRS equipment is relatively inexpensive, and highly portable. Before undergoing a 

fMRI scan, the participants have to be checked for different types of metal in the body 

and all metal objects such as earrings and necklaces must be removed. Sometimes, the 

participants are instructed to remove their clothes and may have to change into a 

hospital gown. The participants then have to lie down and stay still throughout the 

fMRI scan. As mentioned in section 2.5.2.3.1, fMRI scan is taken in a tunnel-shaped 

machine, which may cause discomfort or even anxiety especially to participants with 

claustrophobia. Meanwhile, for fNIRS, there are far fewer constraints imposed on the 

participant than fMRI and the operator can control the environment. Its lightweight 

and non-intrusive probes still allow user to function normally even when they are 

affixed to the forehead. Taken together these advantages, the participants may feel 

more comfortable. These advantages also make fNIRS more useful and suitable for 

clinical applications and measuring infants as well as children. 

EEG measures electrical brain activity through the electrodes affixed to the scalp. 

fNIRS seems to offer higher spatial resolution than EEG but the temporal resolutions 

of both modalities are similar. Nevertheless, EEG is susceptible to physiological and 

non-physiological artifacts, including motion artifacts [69]. Since EEG detects 

electrical signals along the scalp, it is claimed that only a small proportion of the 

signals recorded actually originates from the deeper brain layer [70]. EEG is cheaper, 

as compared to fNIRS. However, it is relatively lengthy and tedious to set up and 

record an EEG. It often requires application of gel-like substance on the scalp of 

participants via a syringe to enhance the conductivity between the scalp and the 

electrode. Gel stuck all over the hair of the participants may make them 

uncomfortable. On the other hand, fNIRS not only is relatively easy and quick to set 

up but it has also been found to be resistant to movement artifacts in comparison to 

other modalities [92]. 
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Table 2.1 summaries and compares the advantages, shortcomings as well as 

applications of fNIRS, fMRI, and EEG [93]. In comparison to other neuroimaging 

modalities, good spatial and reasonable temporal resolution, and higher resistance to 

artifacts [92] coupled with portability, ease of setup, and lenient subject constraints 

make fNIRS more useful and suitable for clinical applications especially DDA. 

Table 2.1: Comparisons of fMRI, EEG and fNIRS [93]. 

 fMRI EEG fNIRS 

    

 

   

    

Underlying signal Blood oxygenation level 

dependent contrast 

(which indirectly relates 

with neuronal activity) 

Electrical activity from 

pyramidal cells 

perpendicular to the 

scalp (mainly gyri) 

Volume of oxygenated 

and/or deoxygenated 

blood (which indirectly 

relates with neuronal 

activity) 

Typical feedback 

signal source 

Single brain regions, 

3mm x 3mm voxels 

One central electrode or 

a multi-electrode cap 

Several sensors over 

cortex or cortices 

Feedback delay ~1.5 s (plus 4-6 s 

hemodynamic delay) 

< 50 ms ~0.5 s (plus 4-6 s 

hemodynamic delay) 

Resolution 

temporal 

spatial 

depth 

 

Seconds 

Millimeters 

Deep (any region) 

 

Milliseconds 

Centimeters 

Superficial 

 

Seconds 

Centimeters 

Superficial (<4 cm) 

Portable No Yes Yes 

Cost (USD) 

Initial set-up 

Running costs 

 

500,000-2,000,000 

~500/hour 

 

500-50,000 

No extra fees 

 

50,000-300,000 

No extra fees 

Relevant literature Moderate Plentiful Emerging 

Main applications Psychological 

conditions (chronic pain, 

depression, 

schizophrenia, etc.) 

(Experimental) 

Paediatric ADHD, 

epilepsy, various 

psychological disorders 

Brain computer 

interfaces, stroke 

rehabilitation 

(Experimental) 
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2.5.3 Subjective-Based Measures 

Apart from the aforementioned measures, subjective assessment tools can be used 

to rate mental workload as these tools provide valuable information on perceived 

workload or other aspects of performance. As of now, all instruments available can be 

classified into two different categories: unidimensional and multidimensional ratings. 

The former are regarded as the simplest to use as they only have one dimension and 

thus no complex analysis techniques are involved while the latter are more 

complicated and more time-consuming form of measurement, and provide more 

detailed analysis of the many dimensions of workload. Generally, unidimensional 

instruments are considered to be too simple to evaluate the complexity of workload 

while multidimensional form of measuring workload is the most widely used and 

accepted method. Two of the most commonly used and well-known multidimensional 

tools are NASA Task Load Index (NASA-TLX) and Subjective Workload 

Assessment Technique (SWAT). 

2.5.3.1 Subjective Workload Assessment Technique (SWAT) 

SWAT is another widely used multidimensional scaling method designed to 

measure mental workload that is split along three dimensions: time load, mental effort 

load, and psychological stress load [94]. Each of these dimensions is represented by a 

3-point ordinal scale: (1) low, (2) medium, and (3) high. Table 2.2 provides the 

description of the dimensions and levels. 

The SWAT administration can be broken down into three steps. First, three levels 

of each of these three scales create a total of 27 possible combinations, which are 

presented on individual cards for the rater to sort them accordingly his or her 

perception of workload. Although the sorting process is time-consuming, it is 

valuable as it ultimately results in a scale with interval properties that takes the 

individual differences in workload perception into account. Second, the rater provide 

subjecting ratings of the workload. In accordance to the scale developed in step one, 

the last step involves the conversion of the ratings to an absolute score, which lies 

between 0 and 100. 
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Although the SWAT scale is useful in estimating changes in mental workload 

[94], it has been reported that the three dimensions lack subjective orthogonality e.g. 

it is possible that high levels of time-load will trigger higher level in the mental 

workload dimension [95]. Furthermore, it has been pointed out that inexperienced 

rater is likely to encounter high failure rate in performing the sorting step [96] and the 

SWAT is less sensitive when it comes to evaluating low mental demands [97]. Taken 

together the NASA-TLX is the better instrument to assess mental workload [98]. 

 

Table 2.2: The SWAT scale dimensions and descriptions. 

Dimension Description of Each Level 

Time Load 1. Often have spare time. Interruptions or overlap among activities 

occur infrequently or not at all. 

2. Occasionally have spare time. Interruptions or overlap among 

activities occur frequently. 

3. Almost never have spare time. Interruptions or overlap among 

activities are very frequent, or occur all the time. 

Mental Effort 

Load 

1. Very little conscious mental effort or concentration required. 

Activity is almost automatic, requiring little or no attention. 

2. Moderate conscious mental effort or concentration required. 

Complexity of activity is moderately high due to uncertainty, 

unpredictability, or unfamiliarity. Considerable attention required. 

3. Extensive mental effort and concentration are necessary. Very 

complex activity requiring total attention. 

Psychological 

Stress Load 

1. Little confusion, risk, frustration, or anxiety exists and can be 

easily accommodated. 

2. Moderate stress due to confusion, frustration, or anxiety 

noticeably adds to workload. Significant compensation is required 

to maintain adequate performance. 

3. High to very intense stress due to confusion, frustration, or 

anxiety. High extreme determination and self-control required. 

 

 



 

26 

2.5.3.2 NASA Task Load Index (NASA-TLX) 

NASA-TLX is a widely used, subjective, multidimensional assessment tool that 

rates perceived workload or other aspects of performance (see Appendix A) [99, 100]. 

NASA-TLX consists of six subscales (as listed in Table 2.3) which altogether 

contribute to the overall workload.  

The administration of the NASA-TLX is a two-part procedure. First, the rater 

evaluates the contribution of each factor (its weight) to the workload of the task. 

There are 15 possible pair-wise comparisons of the six scales e.g. mental demand vs 

physical demand, overall performance vs effort and so on. The rater has to select the 

member of each pair that contributed more to the workload of the task. At the end of 

the session, the number of times that each factor is selected is tallied, which can range 

from 0 (not relevant) to 5 (more important than any other factor). The second part of 

the workload assessment involves the rater providing numerical ratings for each of the 

six subscales, which reflect the magnitude of that factor in the task. Each scale is 

presented as a horizontal line divided into 20 equal intervals between bipolar 

 

Table 2.3: In the NASA-TLX, the total workload is divided into 6 subscales. 

Subscale Description 

Mental Demand  How much mental and perceptual activity was required? 

Was the task easy or demanding, simple or complex? 

Physical Demand How much physical activity was required? Was the task 

easy or demanding, slack or strenuous? 

Temporal Demand How much time pressure did you feel due to the pace at 

which the tasks or task elements occurred? Was the pace 

slow or rapid? 

Overall Performance How successful were you in performing the task? How 

satisfied were you with your performance? 

Frustration Level How irritated, stressed, and annoyed versus content, 

relaxed, and complacent did you feel during the task? 

Effort How hard did you have to work (mentally and physically) 

to accomplish your level of performance? 
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descriptors. These are ‘low’ and ‘high’ in all cases except the scale ‘performance’, 

which extends from ‘good’ to ‘poor’ (and is reverse scored). The overall workload 

score is calculated by multiplying each raw rating by the weight given to that factor 

by the rater. The sum of the weighted ratings is then divided by 15 (the sum of the 

weights) to convert the scores into a 0 to 100 scale. Apart from the overall workload 

score, it is also very common to compare the raw test scores for each subscale. 

The NASA-TLX has been proven to be sensitive to changes in workload [96] and 

has presented a high reliability [101]. Several precious studies have confirmed that the 

NASA-TLX is a better subjective workload assessment tool than the SWAT and 

others. 

2.5.4 Conclusions 

Table 2.4 presents the benefits and drawbacks of each metric. Among the many 

methods of measuring mental workload, physiological measures offer promise 

because they can be more closely linked to brain function. They are more sensitive to 

the aspects of the task [7] and are known to respond to cognitive demand in a 

relatively predictable manner [11]. Physiological measures can also index the level of 

mental demand associated with a given task because they can provide continuous and 

unobtrusive monitoring of the learner and do not interfere with the learner’s ongoing 

work [12-16]. Accurate assessment of mental workload could allow for pertinent 

intervention by adapting the intervention when any detrimental state that can arise 

from either work overload or understimulation is detected [17-21]. Apart from that, it 

is possible to assess a user’s affective or emotional state using physiological metrics 

[102]. A previous study also claimed that the participants’ skills improve more and 

the participants are more immersed when the level of challenge is altered based on 

their mental state instead of their performance [103]. 

In comparison to other neuroimaging modalities, good spatial and reasonable 

temporal resolution, and higher resistance to artifacts [92] coupled with portability, 

ease of setup, and lenient subject constraints make fNIRS more useful and suitable for 

clinical applications especially DDA. 
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Table 2.4: The benefits and drawbacks of each metric. 

Metrics Result of Increased Workload Benefits Drawbacks 

Performance    

Primary Decreases Accurate to changes in workload Not accurate when low levels of workload 

Secondary Decreases Finds spare mental capacity better than Primary May interfere with task, not accepted 

    

Physiological    

Cardiac Activities    

Heart Rate Increases Widely accepted and studied, easy to measure May not be completely reliable 

Doesn’t measure absolute levels of work 

Heart Rate Variability Decreases Some studies indicate better accuracy than HR Not widely studies or accepted 

Influenced by respiration, equipment requirement 

Blood Pressure Increases Can be used to calculate modulus Not widely studied or accepted 

No more information than HR and HRV 
    

Eye Blink Activity Rate decreases Most accurate for visual workload Not as accurate for other work measures 

    

Brain Activity    

Functional Magnetic 

Resonance Imaging 

Cerebral blood flow increases Excellent spatial resolution Poor temporal resolution;  Strict subject constraints 

Large, unmovable, and expensive equipment 

Electroencephalography Alpha waves replaced by Beta waves Accurate, reliable Poor spatial resolution; Susceptibility to artifacts 

Lengthy and tedious setup 

Functional Near-

Infrared Spectroscopy 

Increases when difficulty < capacity 

Decreases once there is mental overload 

Portable, reliable, lenient subject constraints, 

higher resistance to artifacts, quick and easy setup 

Limited  penetration depth 

Rough spatial resolution (vs fMRI) 
    

Subjective    

Subjective Workload 

Assessment Technique 

Higher rating More sensitive to increases in difficulty than 

NASA-TLX 

High failure in analysis of results 

No agreement on accuracy or sensitivity 

NASA Task Load Index Higher rating Accurate, valid Takes a long time to administer and analyse 
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2.6 Alzheimer’s Disease 

Aging population is a major issue in most countries, no matter developed, 

developing or less-developed ones. In Malaysia, the aging population is expected to 

rise to 12% by the year 2030 [104]. Among all aging-associated diseases, dementia is 

the fastest growing brain disorder [105] (see Figure 2.10). By 2013, dementia has 

affected 44.4 million people globally and this figure is expected to rise dramatically in 

future [106]. Dementia is defined as a neurodegenerative disorder involving the 

deterioration of multiple cognitive abilities, which can affect everyday life. The 

deterioration not only causes memory impairment but also inflicts cognitive 

disturbances as well as executive dysfunction. Unfortunately, the deterioration is 

usually progressive, even to the extent that self-care and self-reliance are not possible. 

A European study claimed that the prevalence of dementia doubles every 5 years 

starting from the age of 65-90 [107]. Every year, there are 7.7 million new reported 

cases [108]. This increases not only the demand but also the cost of dementia 

caregiving [108]. As a consequence, dementia is regarded as a global health crisis 

[109].  

 

Figure 2.10: Dementia shows the highest increase in incidence rate as people age, 

compared to Stroke and Parkinson’s disease [105]. 
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Various forms of dementia with respective set of symptoms have been identified, 

with Alzheimer’ disease being the most common form and accounts for 60-80% of 

dementia cases 10% [110]. Alzheimer’s disease is a chronic progressive 

neurodegenerative brain disease that can occur in middle or old age. Microscopically 

and neuropathologically, Alzheimer’s disease patients show large numbers of senile 

plaques and neurofibrillary tangles. 

2.6.1 Risk Factors 

The root cause of Alzheimer’s disease is poorly understood [111]. Similar to 

diabetes, heart disease and other common chronic conditions, a number of factors play 

a role in increasing or decreasing the risk of developing Alzheimer’s disease [112]. 

These risk factors include age, education level, gender, and lifestyle [113]. Some of 

these factors are controllable while some are not. 

2.6.1.1 Age 

Age is claimed to be one of the major risk factors for Alzheimer’s disease [114]. 

The incidence rate of Alzheimer’s disease increases as people age: 5-8% for 

individuals over 65 years old, 15-20% for individuals over 75 years old, and 25-50% 

for individuals over 85 years old [115-117]. However, it is suggested that advanced 

age itself is insufficient to cause Alzheimer’s disease. The increasing incidence rate 

with age can be explained by the fact that advanced age increases the risk of gene 

mutation [113]. Advanced age combined with genetic vulnerability synergistically 

pose higher risk of developing Alzheimer’s disease [118].  

2.6.1.2 Education Level 

People with fewer years of formal education are more likely to develop 

Alzheimer’s disease [119]. It is suggested that higher education level yields higher 

cognitive reserve, allowing alternate brain networks to compensate for the 

neuropathological changes caused by Alzheimer’s disease [120, 121]. More years of 
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education increases the communications between neurons, allowing the brain to 

compensate for the early neuropathological changes caused by Alzheimer’s disease by 

rerouting alternate neural pathways to perform a cognitive training task [122]. On the 

other hand, lower education level may reflect lower socioeconomic status that may be 

associated with inadequate nutrition and health care, indicating negative 

environmental factors [123]. 

2.6.1.3 Gender 

There are studies that claimed that there appears to be gender differences in which 

risk factors for Alzheimer’s disease affect men and women. It is estimated that the 

lifetime risk for developing Alzheimer’s disease is 9.1% and 17.2% for men and 

women respectively [124]. In other words, women are at higher risk of developing 

Alzheimer’s disease, compared to men. Women tend to have longer lifespan, which 

subjects them to higher risk of developing Alzheimer’s disease [125]. Men have 

higher mortality rate from cardiovascular disease in midlife, which explains their 

shorter life span and lower risk of developing Alzheimer’s disease [125]. Considering 

low education level as one of the risk factors for Alzheimer’s disease, the limited 

education that women, who born in the first half of 19th century, received may account 

for women’s higher risk of developing Alzheimer’s disease [110]. Still, there is no 

concrete evidence. 

2.6.1.4 Lifestyle 

Clearly, lifestyle is also a risk factor of Alzheimer’s disease. Interpersonal activity 

and emotional support received by individuals can have a big impact on the risk of 

developing Alzheimer’s disease. It has been proven that more active social 

engagement and higher levels of exposure to emotional support indeed reduce 

cognitive decline in older adults [48]. It is also said that regular participation in 

physical leisure activities may lower the risk of developing Alzheimer’s disease [126, 

127]. This is supported by a previous study that showed that physical activities indeed 

help to preserve hippocampal volume in elders [128]. 
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2.6.2 Diagnosis 

Intensive studies and guidelines have been established, particularly through 

assessment tools, to diagnose Alzheimer’s disease [129]. The challenges of these 

cognitive impairment involve identification of the borders of condition: between mild 

cognitive impairment, an intermediate state of clinical impairment, and mild 

Alzheimer’s disease. The two most widely used assessment tools are the Mini-Mental 

Status Examination (MMSE), a brief questionnaire designed to measure cognitive 

impairment [130] (see Appendix B), and the Clinical Dementia Rating (CDR), an 

observer rating scale designed to rate the severity of dementia [131] (refer to 

Appendix C).  

While the assessment tools including MMSE and CDR are simple and well-

formed, they are subjected to several problems: time-consuming interview with a 

professional in psychology, proneness to subjectivity, and the scores can be 

influenced by education, socioeconomic status, and gender difference. In addition, 

these approaches come with their respective weaknesses. The most notable 

weaknesses for these assessments are as follow: MMSE is associated with its lack of 

sensitivity to mild Alzheimer’s disease; CDR assessment requires the presence of a 

reliable informant or collateral source. As content of these assessment tools are highly 

verbal, its utility in detecting the specific brain region subjected to organic diseases 

such as Alzheimer’s disease is not guaranteed [132, 133]. 

2.6.3 Cognitive Impairments 

A wide range of cognitive functions are compromised due to changes in the brain 

regions in patients with Alzheimer’s disease [134, 135]. It has been reported 

abnormalities such as hippocampal atrophy and ventricular enlargement are 

associated with Alzheimer’s disease. These abnormalities include memory, language, 

problem-solving skills, judgment, calculation, and visuospatial awareness [135]. 

Executive functions are among the most significant impaired functions in patients 

with Alzheimer’s disease. These functions encompass a number of cognitive abilities 

responsible for decision making, planning, self-monitoring, and behaviour 

organization and inhibition [136]. All aforementioned processes often involve 
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working memory (WM), which is reported to be responsible for transient holding and 

processing of new and stored information [137, 138]. It is also claimed that WM plays 

a crucial part in the processing of reasoning, comprehension, learning, and memory 

updating [139].   

Alzheimer’s disease patients show broad impairment in the capacity for new 

learning [140].  This is due to the fact that working memory deficits often result in the 

inability to retain short-term memory, hindering long-term memory consolidation 

during the learning process [141]. Apart from that, is well established that mental 

arithmetic impairment is a common attribute in the early course of Alzheimer’s 

disease [112, 142, 143]. A previous study also correlates this impairment to the stages 

of dementia [144]. It is also suggested that executive function processes are crucial in 

math success [145]. In other words, individuals with disturbances of executive 

function may encounter mathematical difficulties – even if they have a sound 

understanding of the math concepts.  

Neuroimaging studies revealed that working memory deficits found in patients 

with Alzheimer’s disease are associated with neurodegeneration in the prefrontal 

cortex (PFC) [146-148], particularly the dorsolateral prefrontal cortex (DLFPC) [149, 

150]. One previous study show that significant decrease in regional cerebral blood 

flow is commonly observed in the frontal, parietal, and temporal cortices of 

Alzheimer’s disease patients [151]. Another study proved that Alzheimer’s disease 

patients showed significantly reduced inferior parietal and lateral prefrontal 

activations when solving math questions [152]. Consistent to the volumetric loss, 

patients with Alzheimer’s disease have poorer performance in working memory 

because of the atrophy in the PFC. It is suggested that PFC is among the regions 

vulnerable to neurodegeneration in Alzheimer’s disease and the cognitive 

impairments may well result from dysfunction in those association cortices. 

2.6.4 Cognitive Rehabilitation Interventions 

Since previous studies showed that the plasticity of working memory does exist 

and the activity of the brain areas related with working memory can be improved via 

working memory training [153, 154], there are various nonpharmacologic approaches 
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attempting to treat cognitive impairments associated with dementia. 

Nonpharmacologic approaches include a vast array of techniques to conduct 

comprehensive and effective cognitive rehabilitation. Cognitive rehabilitation, a 

process to help cognitive impaired individuals, is one of the nonpharmacologic 

approaches. Not long ago there was a debate over the importance of cognitive 

rehabilitation in dementia patients [155]. Cognitive rehabilitation is introduced to 

Alzheimer’s disease patients, hoping to optimize their brain functions, improve their 

quality of life, reduce the risk of excess disability, and to minimize the social impact 

of Alzheimer’s disease [156]. It has also been suggested that cognitive rehabilitation 

can help to preserve brain functionality [157]. It is reported that cognitive training 

enhances performance in specific cognitive training tasks in healthy people [158]. 

Nonetheless, there has been a lack of evidence for the efficacy of such training in 

Alzheimer’s disease patients [159]. 

Cognitive rehabilitation often comprises of cognitive tasks designed to develop 

the cognition affected by internal or external injury to the brain. An example is the 

name-face recall training where participants were taught strategies for name-face 

rehearsal [160]. A summary of studies applying different cognitive rehabilitation 

interventions using different cognitive task is given in Table 2.5. Some of these 

interventions successfully trained the participants i.e. improving specific cognitive 

functions [160-164]. Some even succeed in improving the cognitive status of 

dementia patients [165, 166], implying that such cognitive rehabilitation may be 

useful to slowing down the cognitive decline caused by dementia. 

2.6.4.1 Identifying Effective Cognitive/Learning Tasks and Region of Interest 

Since increased cerebral blood flow and metabolism have been reported to be 

associated with performance of cognitive tasks [167], cognitive tasks which increase 

cerebral blood flow of the association cortices mentioned in 2.6.3, particularly the 

DLFP), can be effective cognitive tasks. Consequently, mental arithmetic was chosen 

as the cognitive task as it not only activates the DLPFC [168-171] but is also simple 

enough for Alzheimer’s disease patients to follow and perform them. This decision is 
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Table 2.5: Summary of different cognitive rehabilitation interventions using different cognitive task. 

Study Participants Program Training duration Results 

Hofmann et al. [172] 10 AD patients Task of relevance in everyday life 3 or 4 times per week for 3 weeks No general cognitive improvement 

Kesslak, Nackoul and 

Sandman [160] 

11 AD patients vs control 

group 

Name-face recall 4 weeks of reviewing photos and personal 

information at home 

Improvement in recalling of names and faces 

Cipriani, Bianchetti and 

Trabucchi [162] 

10 AD patients vs 10 MCI vs 

3 MSA patients 

 

Cognitive  rehabilitation using TNP software [173] 1st training: 13–45 minutes, 4 days per week, 

for 4 weeks 

2nd training: Similar to 1st training but 6 ± 2 

weeks apart 

AD patients: Improvement in verbal production 

and executive functions 

MCI patients: Improvement in behavioural 

memory 

Hofmann et al. [163] 

 

9 AD patients vs 9 MDD 

patients vs 10 healthy 

participants 

Shopping route simulation, including social 

competence tasks and tests of orientation and 

memory 

Three times per week, for 4 weeks AD patients: Significant reduction of mistakes 

after training, substantial improvement in task 

performance 

MDD patients and healthy participants: 

Improvement in task performance  

Brum, Forlenza and 

Yassuda [161] 

16 MCI patients vs control 

group 

Various tasks to exercise orientation in time and space, 

name-face recall, visual and auditory attention, 

memory, and training transfer practices.  

MCI patients: 2 2-hour sessions per week, 

for one month, 8 sessions in total 

Control group: 4 sessions at study endpoint 

Improvement in attention, time orientation, 

shopping skills, dealing with finances and 

reduced depressive symptoms. 

Konsztowicz et al. [164] 15 MCI patients (randomized 

to two groups: memory 
training and memory 

compensation) vs control 

group 

Memory training: Training in selective attention and 

visual imagery skills, followed by training transfer 
practices 

Memory compensation: Integration of external 

memory support system into everyday life   

All except control group: 7 90-minute 

training sessions and homework 
assignments 

  

Memory training: Improvement in self-reported 

memory abilities and satisfaction with 
memory 

Memory compensation: Improvement on one 

memory test but not on any other outcomes 

Talassi et al.  [166] MCI patients: 

30 training vs 7 control 

MD patients: 

24 training vs 5 control 

Training: Cognitive rehabilitation using TNP software 

[173], occupational therapy and behavioural training 

Control: Physical rehabilitation,  occupational therapy 

and behavioural training 

30–45 minutes per activity , on 4 days per 

week, for 3 weeks 

Training: Improvement in cognitive and 

affective status of MCI and MD patients 

Kawashima et al. [165] 16 AD patients vs 16 control Reading aloud and arithmetic calculation  

 

20 minutes daily for 19.2 days per month 

over 6 months 

Improvement in several cognitive functions  

Cognitive ability did not decline during the 

learning period  

AD = Alzheimer’s disease, MCI = mild cognitive impairment, MD = mild dementia, MDD = major depressive disorder,  MSA = multiple system atrophy 



36 

 

in agreement with a previous study providing cognitive rehabilitation using arithmetic 

calculation which has observed improved cognitive status of dementia patients [165]. 

DLPFC contributes to higher order or more complex cognitive functions e.g. 

calculation. DLPFC is said to have a role in a vast array functions such as cognitive 

flexibility [174], inhibitory control [175], sequential ordering of operations [176], 

working memory demands coping [177], and updating of arithmetic operations [178]. 

Taken together, these further implicate that mental arithmetic can be an effective 

cognitive task and the DLPFC can be a suitable region to acquire the physiological 

features for DDA (see 2.5.2.3.3). 

2.7 Summary 

Considering neuroplasticity occurs throughout the lifespan [30-32], cognitive 

training and cognitive rehabilitation have been proposed to improve cognitive 

function [3, 4]. Cognitive training is a guided practice of standard tasks to practise 

specific cognitive functions to improve performance while cognitive rehabilitation is 

in approach focused on improving cognitive functioning or reducing functional 

decline through compensatory or restorative strategies. However, since working 

memory has a limited capacity, it will be important to manage the capacity of working 

memory i.e. to keeping cognitive load appropriate so that the learner can devote 

scarce working memory capacity to productive learning processes. Mental overload 

and underload are both equally serious conditions that can cause the learner to lose 

focus, learn less, and is less productive and more error-prone [25, 26]. If cognitive 

load is too high or too low, the leaner is overwhelmed or underwhelmed, and learning 

is disrupted. As a result, the gains of cognitive training or rehabilitation would be 

reduced or even eliminated [7, 8]. 

Therefore, it is always better when the learners train at their own pace [9] i.e. 

appropriate amount of effective cognitive demand. One of the ways to achieve that is 

the implementation of DDA, a technique for adaptively changing a task to make it 

easier or harder when detrimental states are detected. Among the many metrics that 



 

37 

can be indicative of mental workload, neurophysiological measures are more task-

sensitive [7], are known to respond to cognitive demand predictably [11], and can 

provide continuous and unobtrusive monitoring of the learner without interference 

[12-16]. In comparison to other neuroimaging modalities, good spatial and reasonable 

temporal resolution, and higher resistance to artifacts [92] coupled with portability, 

ease of setup, and lenient subject constraints make fNIRS more useful and suitable for 

clinical applications especially DDA. 

This thesis presents a new real-time fNIRS-DDA system, which uses fNIRS brain 

signals as a reference to dynamically adjust the difficulty level of a given task, aiming 

to improve user engagement and prevent mental overload. Although the fNIRS-DDA 

system has the flexibility to be used together with any task no matter in cognitive 

training or cognitive rehabilitation, the entire study focused on Alzheimer’s disease as 

the combination of the system and cognitive rehabilitation has the potential as an 

alternative treatment for the disease. Mental arithmetic was chosen as the cognitive 

task and DLPFC was identified as the region of interest. 
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Chapter 3 

METHODOLOGY 

A total of two studies were conducted. The first study was a pilot test involving a 

mild Alzheimer’s disease (mAD) patient and a healthy older individual, aiming to 

validate the theory behind the fNIRS-DDA system and to confirm the region of 

interest. On the other hand, the second study was like a functionality testing of the 

fNIRS-DDA system. The goal was to ensure that everything is working as planned 

before examining the efficacy of such cognitive rehabilitation as an alternative 

treatment for Alzheimer’s disease (next part of research) which requires not only vast 

resources but also a large sample size and long data collection duration. 

3.1 fNIRS-DDA 

The potential of fNIRS to detect workload has been thoroughly discussed in 

2.5.2.3.3. But can these experimental results be reproduced in real world 

environments and in real time? As mentioned earlier, fNIRS has the unique advantage 

of being relatively resistant to movement artifacts in a comparison to other 

neuroimaging modalities, on top of its high temporal resolution, reasonable spatial 

resolution, portability, ease of setup, and lenient subject constraints. In this section, 

necessities and techniques to monitor workload in real time are investigated. 

The fNIRS-DDA system proposed is actually a closed-loop feedback system (see 

Figure 3.1 for the feedback block diagram), consisting of a fNIRS system OT-R40 

(Hitachi Medical Corporation, Japan), a computer, a monitor, and a Serial Response 

Box (Psychology Software Tools, Inc.). Hitachi OT-R40 is deployed to acquire fNIRS 

data while the computer is responsible to process it and adjust the task difficulty. 

Arithmetic questions are displayed on the monitor where they have to be solved 

mentally. Meanwhile, the Serial Response Box is used to obtain the participants’ 

responses. Brain activity in target region (DLPFC) is measured using Hitachi OT-

R40. The measured fNIRS signals are then transferred to a computer for signal 

processing in order to extract useful information to the feed the DDA. Based on this 
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information, the task difficulty is adjusted accordingly. The feedback loop is repeated 

until the entire training or learning is completed. The schematic diagram of the 

fNIRS-DDA system is illustrated in Figure 3.2. 

 

 

Figure 3.1: The fNIRS-DDA’s closed-loop feedback control system block diagram. 

 

 

Figure 3.2: The schematic diagram of the fNIRS-DDA system. 
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3.1.1 Hardware Components 

3.1.1.1 OT-R40 fNIRS System 

Multichannel OT-R40 fNIRS topography system is one of the components in the 

fNIRS-DDA system. Hemoglobin signal changes are denoted in arbitrary units of 

millimolar-millimeter (mM·mm). 

3.1.1.1.1 System Composition 

The dimensions of OT-R40 are 560 mm long by 933 mm wide by 1470 mm tall, 

as shown in Figure 3.3. OT-R40 itself occupies very little space. Apart from that, 

although OT-R40 is weighs around 130 kg, it possesses two pairs of 360° rotating 

wheels. It is fairly easy to move OT-R40 around or even load the machine into a 

moving truck. All 4 wheels are also equipped with double stopper to stop swing and 

wheel rotation, enabling OT-R40 to be securely locked at any location for installation. 

However, OT-R40 should be installed on a horizontal flat surface. Installation on 

inclined surface over 5° may cause OT-R40 to fall. Besides that, OT-R40 should not 

be oppressed against a wall. 

Figure 3.4 shows a OT-R40 fNIRS system. The optical fibre cables transmit NIR 

light to the participant and guide the reflected light to the detectors while the main 

cabinet houses the control computer and all physical connections. The system control 

panel consists of a mouse, keyboard, drawer, and phantom. Mouse and keyboard are 

used to navigate the interface while phantom is used to check if measurement 

operation is correct. The external output terminal consists of 2 RS-232C, 2 analogue 

signal input, 4 digital signal input, 4 digital signal output, and 1 LAN ports. The RS-

232C is a standard for serial communication transmission of data while LAN 

connection enables fNIRS data during measurement to be sent in real time. 
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Figure 3.3: OT-R40 has dimensions of 560 mm (length) × 933 mm (width) × 1470 

mm (height). 

 

 

Figure 3.4: OT-R40 (Hitachi Medical Corporation, Japan). 
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3.1.1.1.2 Data Acquisition 

The sampling rate of OT-R40 is 10 Hz (1 sample per 0.1 s). OT-R40 uses laser 

diodes to emit NIR light of two different wavelengths (695 and 830 nm) through 

optical fibres and the reflected light is received by avalanche photodiodes which are 

located 30 mm away from respective emitters. A total of 52 measurement channels 

was used to measure the brain activity. The probes and channels layout is illustrated 

in Figure 3.5(a). Such arrangement of the probes is sufficient to cover the entire 

prefrontal cortex including the target region DLPFC (see Figure 3.5(b)). According to 

the international 10-20 system [179], emitter 23 and 28 are placed directly at T4 and 

T3 respectively to ensure that the DLPFC is covered. 

 

 

Figure 3.5: Details regarding the probes and measurement channels. (a) 17 emitters 

and 16 detectors are arranged in such way to form 52 measurement channels. (b) 

Emitter 23 and 28 are placed directly at T4 and T3 respectively. Such arrangement is 

sufficient to measure the entire prefrontal cortex including DLPFC. 
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Since the probes are attached to a flexible head cap, it is relatively easy, fast and 

convenient to wear the head cap directly on the patients. The optodes contain a spring 

that pushes the tip to the scalp. Therefore, the force exerted by the spring may cause 

the participant to feel pain in a particular area as time goes by. All channels have to be 

checked to ensure that the probes are in contact with the scalp. To improve the 

contact, accessories such as glass rod or hair manipulator can be used to clear away 

the hair to ensure that the probes are in good contact with the scalp. The entire process 

is expected to consume less than 10 minutes. 

3.1.1.2 Computer ⇋ OT-R40 

OT-R40 cannot perform real time processing on its own. It requires another 

processing unit to do that. In the fNIRS-DDA system, a separate computer is used to 

do that. Throughout the cognitive training, both computer and OT-R40 have to 

communicate between one another all the time. They communicate via two different 

physical connections: LAN and serial (RS-232C). The former is for real-time 

transmission of fNIRS data from OT-R40 to the computer while the latter is for the 

computer to send command to OT-R40. 

3.1.1.2.1 Real-Time fNIRS Data Acquisition 

In OT-R40, hemoglobin data during measurement are sent to an external 

computer in real time through a category 5 or higher crossover LAN cable. Both the 

computer and OT-R40 are assigned two different IP addresses but under the same 

subnet mask e.g. OT-R40: IP 172.10.101.1, subnet mask 255.255.255.0; Computer: IP 

172.10.101.2, subnet mask 255.255.255.0. The computer and OT-R40 are then 

connected and are able to communicate using TCP/IP with PNET [180]. After 

establishing the connection, OT-R40 functions as a server while the computer acts as 

a client. The flowchart for real-time sending and receiving data is shown in Figure 

3.6. 

The function responsible for receiving oxy- and deoxy-Hb data from OT-R40 is 

programmed to run in the background so that it will not obtrusively interfere with the 
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cognitive training. The function is also purposely programmed to run every 0.01 s to 

fetch the data if there is any. By doing so, it is guaranteed that no data will be left out. 

 

 

Figure 3.6: Flowchart for sending and receiving fNIRS data between computer and 

OT-R40 in real time. 
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3.1.1.2.2 Controlling OT-R40 via the Computer 

A RS-232C cable is used to import signals via serial communication from an 

external computer into OT-R40. After establishing the serial communication link, the 

computer can now send specific commands to OT-R40, as listed in Table 3.1. OT-

R40 executes these commands accordingly. Using these commands, the GUI is 

programmed to start the measurement when the training begins and end the 

measurement when the training ends automatically. The GUI is also programmed to 

mark the task and rest periods. For example, signals recorded when the participant is 

performing the task is marked with marker A while signals recorded during rest 

period is marked with marker B. By doing so, it saves a lot of time during real time 

processing as the task- or rest-related signals can be extracted based on the markers 

easily and quickly. 

Table 3.1: Executable commands that OT-R40 understands. 

Received 

command 

Display 

character in the 

mark field 

Received 

command (stim 

measurement) 

Display 

character in the 

mark field (stim 

measurement) 

Received 

command (event 

measurement) 

Display 

character in the 

mark field 

(event 

measurement) 

ST [cr] START A [sp] [cr] A F1 [cr] F1 

ED [cr] STOP B [sp] [cr] B F2 [cr] F2 

PS [cr] PAUSE C [sp] [cr] C F3 [cr] F3 

UP [cr] UnPAUSE D [sp] [cr] D F4 [cr] F4 

  E [sp] [cr] E F5 [cr] F5 

  F [sp] [cr] F F6 [cr] F6 

  G [sp] [cr] G F7 [cr] F7 

  H [sp] [cr] H F8 [cr] F8 

  I [sp] [cr] I F9 [cr] F9 

  J [sp] [cr] J M [cr] M 

3.1.1.3 Serial Response Box 

The Serial Response Box is a relatively simple response collection device that 

connects directly to the computer through a standard DB25 connector (see Figure 

3.7). It communicates with the computer using a universal asynchronous receiver-

transmitter with standard RS-232C protocol. The Serial Response Box features 5 

keys, 5 lamps, and a voice key. Besides that, the key debounce period and voice key 

sensitivity can be adjusted via programme. In the fNIRS-DDA, voice key is not 
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deployed and the key debounce is set at default 30 ms. The Serial Response Box is 

powered by 12V DC power supply. The power supply jack is plugged into the 

connector on the back of the Serial Response Box. 

In the fNIRS-DDA system, since only 4 of the keys are used, minor physical 

changes are made. A tape is used to cover the fifth key and lamp (keys and lamps are 

numbered 1-5 from left to right). Four 20 mm × 20 mm alphabetic key labels (A, B, C 

and D) are also printed and stuck on the keys using double-sided foam. By doing so, 

the participants not only can see the keys clearly but they also need less effort to press 

down the keys. Since the same experimental setup will be utilized in future studies, 

the use of the Serial Response Box and the introduction of such physical modification 

are to ensure that the response collection process is so simple that the target 

participants (Alzheimer’s disease patients or healthy older adults) are able to follow 

and perform accordingly. The fifth key and lamp are also covered to avoid causing 

unnecessary confusion. In current study, the participants were instructed to input their 

answer by pressing corresponding key e.g. press key A if A was the answer or press 

key D if D was the answer. 

Although MATLAB Psychophysics Toolbox extensions already have built-in 

function i.e. CMUBox to interact with the Serial Response Box, additional 

programming was done not only to link the keys to the answer choices but to record 

the participants’ response time once they hit one of the keys. On top of that, the 

programme also invalidates the participant’s response if they press more than one key 

at the same time or if the duration given to solve a question is way too short. 

 

Figure 3.7: The original Serial Response Box. 
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3.1.2 Real-Time Monitoring of Workload 

If fNIRS is to be deployed to provide real-time monitoring of mental workload, 

automating manual processes to analyse fNIRS signal is a must. In this section, ways 

to predict and assess mental workload objectively (and automatically) are discussed. 

3.1.2.1 Analysing Changes in Oxy-Hb 

Since oxy-Hb is proven to be more sensitive to task-associated changes [72], one 

of the most widely used method to detect changes in workload is focusing on the 

changes in oxy-Hb. Generally, oxy-Hb increases when the brain gets more active or 

stimulated. Thus, by analysing the changes in this parameter when a user is engaged 

in a task, the level of brain activity (and the workload) in the user’s PFC can be 

estimated. Various studies have investigated workload levels on the basis of changes 

in oxy-Hb. 

Similar approach was deployed by to assess the mental workload for participants 

piloting unmanned air vehicles (UAVs) [82]. The number of UAVs the participants 

had to keep track of was varied between trials. The mean change in oxy-Hb was 

obtained in each trial and increased levels of oxy-Hb was observed in the PFC as the 

participants tried to pilot of more UAVs. The findings were in identical to the 

observations during interaction with the n-back task, a common assessment in 

cognitive neuroscience to measure a part of working memory and working memory 

capacity. Other than that, increased levels of oxy-Hb also correlated with NASA-TLX 

workload scores, further validating the detection of signals that point to workload. 

3.1.2.2 Configuration of fNIRS Probes 

Configurations of fNIRS probes are important because they can impact the 

accuracy. Using configurations with more measurement channels (source-detector 

pairs) provides two distinct advantages. First, increasing the number of information 

(signals) acquired decreases the tendency for one noisy channel to adversely impinge 

the automated analysis process. Second, these configurations provide better coverage 
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of the PFC. For example, using less source-detector pairs may have problem in 

assessing region of interest unless they are placed very precisely. However, accuracy 

also depends heavily on analysis methods and algorithms. As mentioned in 3.1.1.1.2, 

a total of 52 measurement channels is used to measure the brain activity. Such 

arrangement of the probes is sufficient to cover the entire prefrontal cortex including 

the target region DLPFC. According to the international 10-20 system [179], emitter 

23 and 28 are placed directly at T4 and T3 respectively to ensure that the DLPFC is 

covered. 

3.1.2.3 Real-Time Signal Processing 

The computer processes the fNIRS signals acquired from OT-R40 in real time. A 

5th order bandpass filter of 0.01 ~ 0.5 Hz [181] is applied to remove physiological 

noise. The fNIRS signals are then smoothed using moving average filter of 50 data 

points (5 s). Since the entire processing has to be repeated on every newly acquired 

data, it is not possible to do baseline correction in real time. The oxy-Hb signals are 

then averaged over a total of 8 channels i.e. 4 channels for each left DLPFC (channel 

8, 18, 19, 29) and right DLPFC (channel 3, 13, 14, 24) to get an average oxy-Hb 

signal. This average oxy-Hb signal is used for further analysed (see the following 

sections). 

3.1.2.4 Selecting fNIRS Features 

Identifying features of the fNIRS signals that will be fed into models or 

algorithms are of vital importance. Choosing too few or incorrect features may result 

in a collection of features that is not truly descriptive of the signal, ultimately 

impinging the accuracy. However, there is neither standardized method to perform 

feature extraction nor consensus about the best feature. Based on current fNIRS 

literature, a widely used approach to extract feature is the use of average signal value, 

calculated from specific channel(s) over a specific time interval (considering the 

hemodynamic delay [182]) during each trial [183, 184]. 
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3.1.2.5 Assessing Mental Workload and Adapting the System 

Each trial can be represented as an epoch. First, considering the 5 – 7 s of 

hemodynamic delay [182], the period between 8 s after rest onset and the end of rest, 

and between 8 s after task onset and the end of task are defined as period 1 and 2 

respectively (see Figure 3.8). Using the common approach [183, 184], right after each 

trial, the oxy-Hb signals during period 1 and 2 are averaged to obtain two average 

values: 𝑜𝑥𝑦-𝐻𝑏𝑡𝑎𝑠𝑘(𝑛)  and 𝑜𝑥𝑦-𝐻𝑏𝑟𝑒𝑠𝑡(𝑛)  respectively, where n is the trial number. 

Activation, 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛)  is defined as the difference between 𝑜𝑥𝑦-𝐻𝑏𝑡𝑎𝑠𝑘(𝑛)  and 

𝑜𝑥𝑦-𝐻𝑏𝑟𝑒𝑠𝑡(𝑛). The first three trials and following three trials are fixed at level 1 and 2 

respectively. Beyond the first six trials, after every three trials, the activation values 

are further averaged to get 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) using the formula 

 

𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) = 

𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛)+ 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛−1)+ 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛−2)

3
 

=  
1

3
∑ 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛)

𝑛

𝑛−2
𝑛 ≠0

{3𝑛 | 𝑛 ∈ ℕ}

 

 

(1) 

 

Figure 3.8: Diagram of an epoch, each consisting of 15-s pre-task rest period, 15-s 

task period and 15-s post-task period. Each trial can be represented as one epoch. 
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When n > 6 and after every three trials, the difficulty level of the next three 

questions will be adjusted based on the parameter 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) . A linear 

relationship between task workload and hemodynamics has often been observed [82, 

85] where the difficulty of the task at hand does not exceed the cognitive capacity of 

participant. If 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) is larger than 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑎𝑐𝑡(𝑛−5:𝑛−3), it implies that the 

task at hand does not exceed the cognitive capacity of participant. In order to prevent 

mental underload as well as to impose sufficient amount of effective cognitive load 

(just beyond the capacity limits) [5], the difficulty level of the next three trials will be 

raised by one level or remain at the maximum. 

When cognitive capacity is exceeded the observed effects on hemodynamics 

conform to the shape reported by the Yerkes–Dodson law (see Figure 2.8) [86]. 

Workload alone does not have a quadratic relationship with functional 

hemodynamics, but instead once there is mental overload functional activation 

decreases i.e. prefrontal activation followed an inverted U-shaped curve (increases 

with load up to a certain difficulty level then decreases) [87-91]. The presence of a 

negative quadratic slope or a sudden decrease during monitoring of workload 

dynamics is indicative of mental overload. It simply means that if 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) is 

smaller than 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−5:𝑛−3), the processing demands evoked are probably higher 

than the cognitive capacity. Since sustained overloading working memory can cause 

mental overload, which leads to negative consequences both for learning and for 

motivation [6], the next three trials will be made easier or remain at the minimum. 

The entire algorithm can be represented using the flowchart depicted in Figure 

3.6. Meanwhile, Figure 3.10 shows the pseudocode developed based on the flowchart 

to facilitate the pre-code planning and organization. By using the algorithm, the effect 

of baseline shift is reduced and the participants can train at their own pace. This 

algorithm is mainly designed to impose the right amount of productive load and at the 

same time minimize irrelevant sources of cognitive load. Its ultimate aim is to prevent 

mental underload and overload, both of which are equally serious conditions that can 

impinge the gains of cognitive training or rehabilitation [7, 8, 25, 26]. 
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Figure 3.9: The flowchart simplifying the automated algorithm to assess mental 

workload and adjust task difficulty. 
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 Procedure Algorithm() 

 Total number of trial: 𝑁 

 Trial number:𝑛 = 0 

 Loop if 𝑛 < 𝑁 

1. Mental arithmetic problem solving while recording fNIRS signals 

2. 𝑛 = 𝑛 + 1 

3. Compute 𝑜𝑥𝑦-𝐻𝑏𝑡𝑎𝑠𝑘(𝑛), 𝑜𝑥𝑦-𝐻𝑏𝑟𝑒𝑠𝑡(𝑛), and then 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡(𝑛) 

4. If 𝑛 𝑚𝑜𝑑 3 = 0 

(a) Compute 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) using (1) 

5. If 𝑛 ≥ 6 

(a) If 𝑛 ≠ 𝑁 

i. If  𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) > 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑎𝑐𝑡(𝑛−5:𝑛−3) 

1. Increase difficulty of the next 3 trials 

ii. Else if  𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑎𝑐𝑡(𝑛−2:𝑛) < 𝑜𝑥𝑦-𝐻𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑎𝑐𝑡(𝑛−5:𝑛−3) 

1. Decrease difficulty of the next 3 trials 

(b) Else if 𝑛 = 𝑁 

i. End loop 

 

 

Figure 3.10: Pseudocode for the algorithm to assess mental workload and adjust task 

difficulty. 

3.2  Cognitive Task – Mental Arithmetic Problem Solving 

As discussed in 2.6.4.1, mental arithmetic may be an effective cognitive task as it 

not only activates the DLPFC [168-171] but is also simple enough for Alzheimer’s 

disease patients to follow and perform them. Arithmetic calculation has been proven 

to be effective in improving the cognitive status of dementia patients [165]. A number 

of studies suggest that the DLPFC can be a suitable region to acquire the 

physiological features for DDA (see 2.5.2.3.3). The MATLAB Psychophysics 

Toolbox extensions are used to design and run the entire training [185-187]. 

3.2.1 Paradigm 

After much consideration, in order to make the task more simple enough so that 

Alzheimer’s disease patients to follow and perform, the arithmetic questions come 

with four choices and only one correct answer. The motive is to ensure that the 

participants indeed perform as they are expected to – solve the arithmetic questions 
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shown mentally. Without looking at their responses, it is impossible to see whether 

they actually perform the mental calculations or not. 

During the rest periods, the participants are required to keep their vision on the 

fixation cross (see Figure 3.11(a)) and relax. During the task period, participants are 

required to solve the arithmetic question shown on the monitor (refer to Figure 

3.11(b)) mentally and respond by pressing the corresponding key. The question along 

with 4 answer choices will be displayed for 15 s unless the participant responds before 

15 s. If that is the case, once the participant responds, only the question and the 

selected answer will remain on screen (see Figure 3.11(c)) for 1 s and he or she will 

be tested with a new question. In every task period, the participants are given 15 s to 

solve as many arithmetic questions as possible. The participants are also encouraged 

to double check their answer by mental calculation again even though they have 

solved and responded already. 

 

Figure 3.11: What the participants see on the monitor. (a) Fixation cross; cue to relax. 

(b) Arithmetic question with 4 answer choices. (c) After responding, only the 

arithmetic question and selected answer will remain on screen for 1 s. 
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3.2.2 Levels of Difficulty 

For the arithmetic problems, there are 6 levels of difficulty, with lowest level 

being the simplest and the highest level being the most complex. All single-digit 

operands range from 1 to 9 while double-digit operands range from 10 to 99. Details 

of these 6 levels are listed in Table 3.2.  

Table 3.2: Descriptions of each difficulty level. 

Level 
Number of Operands 

Arithmetic Operations 
Single-digit Double-digit 

1 2 - + and/or − 

2 3 - + and/or − 

3 - 2 + and/or − 

4 2 1 + and/or − 

5 1 2 + and/or − 

6 - 3 + and/or − 

All operands and answers are non-negative.  

Single-digit operands ranges from 1 to 9. 

Double-digit operands ranges from 10 to 99. 

3.2.3 Question Generator 

A programme is used to generate the set of questions that would be used in each 

level based on the criteria: a) no repetition of number(s) in a question, b) answer is 

non-negative, and c) higher level questions are always more difficult than lower level 

questions (to avoid cases e.g. level 3 question 30 – 29 is not harder than level 2 

question 3 + 9 + 8). For each level, each combination of arithmetic operations, e.g. s1 

+ s2 + d1 and s1 + s2 − d1, have equal probability of being picked. That is why the 

programme extracts a fixed number of questions from every possible combination of 

arithmetic operations in each level. Take level 4 as an example, both s1 – d1 + s2 and 

s1 + s2 – d1 only have 140 possible combinations of numbers and this number is the 

lowest compared to other combinations of arithmetic operations. Therefore, in level 4, 

140 combinations are extracted from each combination of arithmetic operations, 

forming a final set of 1400 questions for level 4. In this way, each different 

combination of arithmetic operations stands equal chance (10%) of being picked. For 

more details, please refer to Table 3.3. 
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Table 3.3: All possible sets of questions generated using the question generator. 

Level Operands Arithmetic Operations Number of Possible Combinations Number of Questions Included Total Number of Questions 

1 2 single-digit operands 
s1 + s2 72 36 

72 
s1 – s2 36 36 

2 3 single-digit operands 

s1 + s2 + s3 504 100 

400 
s1 + s2 – s3 436 100 

s1 – s2 – s3 436 100 

s1 – s2 + s3 100 100 

3 2 double-digit operands 
d1 + d2 7218 2880 

5760 
d1 – d2 2880 2880 

4 2 single-digit, 1 double-digit operands 

s1 + s2 + d1 6480 140 

1400 

s1 + s2 – d1 140 140 

s1 – s2 + d1 6480 140 

s1 + d1 + s2 6480 140 

s1 + d1 – s2 6480 140 

s1 – d1 + s2 140 140 

d1 + s1 + s2 6480 140 

d1 + s1 – s2 6480 140 

d1 – s1 – s2 6480 140 

d1 – s1 + s2 6480 140 

5 1 single-digit, 2 double-digit operands 

s1 + d1 + d2 8010 3321 

36531 

s1 + d1 – d2 4770 3321 

s1 – d1 + d2 4770 3321 

d1 + s1 + d2 8010 3321 

d1 + s1 – d2 4770 3321 

d1 – s1 – d2 3321 3321 

d1 – s1 + d2 8010 3321 

d1 + d2 + s1 8010 3321 

d1 + d2 – s1 8010 3321 

d1 – d2 – s1 3321 3321 

d1 – d2 + s1 4770 3321 

6 3 double-digit operands 

d1 + d2 + d3 704880 86920 

347680 
d1 + d2 – d3 621160 86920 

d1 – d2 – d3 86920 86920 

d1 – d2 + d3 621160 86920 

sx: Single-digit operand x, ranges from 1 to 9. dy: Double-digit operand y, ranges from 10 to 99. 
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3.3 Study 1: Theory and Region Validation 

Study 1 was a pilot study involving only two older participants (a mild 

Alzheimer’s disease patient and a healthy control) to validate the proposed theory and 

target region. In this study, Serial Response Box was not utilized and the questions 

were not multiple choice; no input was collected from the participants. Apart from 

that, in this study, the fNIRS-DDA system was of earlier version and it adjusts the 

task difficulty every trial from the third trial onwards. 

3.3.1 Participants 

The mAD patient is a 58-years-old woman and the healthy control (HC) is a 50-

years-old man. The inclusion criteria for the mAD patient and HC are listed in Table 

3.4. The diagnosis were carried out by trained clinicians. The CDR is a structured 

interview to rate the severity of dementia [131]. Both HC and mAD patient were 

briefed through the nature of the experimental procedures before any training. 

Informed consent form was subsequently obtained along with their demographic 

information. This pilot study was granted necessary permits from the local ethics 

committee and was performed in compliance with the Declaration of Helsinki. Both 

participants were not remunerated for their participation. 

Table 3.4: Inclusion and exclusion criteria for HC and mAD. 

Inclusion criteria for HC Inclusion criteria for mild AD Exclusion criteria for both groups 

 Right-handed  Right-handed  Left-handed 

 Able to converse in English  Able to converse in English  Unable to converse in English 

 No cognitive complaints and no 

deficits on testing 

 No past history of psychiatric or 

neurological disorder  

 Poor eyesight, hearing, and 

movement 

 Independent in activities of daily 

living 

 CDR = 1  Bed-ridden 

 No past history of psychiatric or 

neurological disorder  

  Secondary medical conditions 

 CDR = 0   CDR ≥ 2 



 

57 

3.3.2 Procedure 

Before the training, the participants were seated in a comfortable chair, and were 

also instructed to avoid movement and keep both hands on the armrest. Figure 3.12 

shows the experimental setup. Practice was also provided to familiarize the subjects 

with the experimental procedures. The time course of the cognitive training is 

illustrated in Fig. 3. In total, subjects underwent 15 math questions (totalled around 8 

minute)  involving addition and/or subtraction. Each question represents one trial. The 

training started with a 15-s rest and every task lasted for 15 s, followed by a 15-s rest. 

The entire training lasted for 7 min 45 s. During the rest periods, subjects were 

instructed to look at the fixation point (see Figure 3.13(a)) and relax. During the task, 

they were required to solve the arithmetic question that appears on screen (see Figure 

3.13(b)) for 15 s mentally. They were also encouraged to double check after solving. 

Similarly, for the arithmetic questions, there were six levels of difficulty (refer to 

3.2.2). 

 

Figure 3.12: Participants were instructed to avoid movement, keep their hands on the 

armrest during the training, where they had to solve arithmetic questions mentally. 
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Figure 3.13: The cognitive training task. (a) The fixation point during rest periods. (b) 

An example of arithmetic question. 

3.3.3 Data Analysis 

Since Study 1 was just a pilot test and the sample size was extremely small, no 

statistical analysis could be done. Simple comparison functions e.g. less than, greater 

than were used to analyse both fNIRS and behavioural data (median of difficulty 

levels). Even though the results were probably inconclusive, they helped to examine 

the feasibility of the system that is intended to ultimately be used in a large scale 

study.  
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3.4 Study 2: Functionality Testing 

Findings from Study 1 warrant a more detailed study focusing on the functionality 

of the fNIRS-DDA system. The goal was to make sure that everything is working as 

planned before examining the efficacy of such cognitive rehabilitation as an 

alternative treatment for Alzheimer’s disease (future research) which requires not only 

vast resources but also a large sample size and long data collection duration. 

3.4.1 Participants 

Since the purpose of this study was to test the functionality of the fNIRS-DDA 

system, a total of 25 healthy right-handed university students matched for age (23.44 

± 2.89 years) and gender (13 males; 12 females) was recruited. Through online 

advertising (circulating poster online; see Appendix D), they were recruited through 

purposive sampling with specific inclusion criteria: 1) Right-handed; 2) Able to 

converse in English; 3) No past history of psychiatric or neurological disorder e.g. 

depression; 4) Able to attend two 1-hour sessions (at least one week apart). No 

participant had any neurological or psychiatric history, or any medical history 

affecting cognitive function. Apart from that, all of them had normal or corrected-to-

normal vision. 

All the participants were briefed through the nature of the experimental 

procedures prior to any experiment. Apart from that, the participants were required to 

undergo two training sessions spread over at least two weeks i.e. the second session 

should be at least one week apart from the first one. In the first session, informed 

consent form (refer to Appendix E) was obtained along with their demographic 

information e.g. age, gender, ethnicity, education level, and first language (see 

Appendix F). This study was granted necessary permits from the local Universiti 

Teknologi PETRONAS ethics committee and was performed in compliance with the 

Declaration of Helsinki. All the participants were remunerated for their participation. 
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3.4.2 Procedure 

After much consideration (see 2.6.4.1), mental arithmetic task was selected as the 

cognitive training task. Participants underwent a series of multiple-choice math 

questions with four choices and only one correct answer. Before the training, 

participants were briefed and practice was provided. This was to familiarize the 

participants with the experimental procedures. Other than that, the participants were 

be instructed to avoid movement, keep their left hand on the arm rest and their right 

hand on the Serial Response Box throughout both sessions. shows the experimental 

setup. 

During the pre-task and post-task rest periods, the participants were required to 

keep their vision on the fixation cross (see Figure 3.11(a)) and relax. During the task 

period, participants were required to solve the arithmetic question shown on the 

monitor (refer to Figure 3.11(b)) mentally and respond by pressing the corresponding 

key. The question along with 4 answer choices would be displayed for 15 s unless the 

participant responded before 15 s. If that was the case, once the participant responded, 

only the question and the selected answer would remain on screen (Figure 3.11(c)) for 

1 s and a new question would be shown. In every task period, the participants were 

given 15 s to solve as many arithmetic questions as possible. The participants were 

also instructed to double check their answer by mental calculation again even though 

they had solved and responded already. 

 

Figure 3.14: The participants were instructed to avoid movement, keep their left hand 

on the arm rest and their right hand on the Serial Response Box throughout both 

experiments, where they had to solve arithmetic questions mentally. 
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The fNIRS-DDA adaption was compared to a control condition where the 

participants were tested only arithmetic questions of their optimal level of difficulty 

throughout the entire training. Thus, there were 2 separate training sessions: adaptive 

and nonadaptive. 

 In the adaptive condition, the training regimen incorporated the fNIRS-DDA 

system, meaning the level of difficulty was constantly automatically and 

adaptively adjusted accordingly to the fNIRS signals measured in real time. 

 In the nonadaptive condition, the training was a two-part procedure. First, a prior 

screening was conducted to determine the participants’ optimal level of difficulty 

(level that elicited the highest activation value). Subsequently, only arithmetic 

questions of this level of difficulty were asked throughout the remaining training 

session. 

 These training sessions spread across at least 2 weeks. In each session, the 

participants were required to solve a series of arithmetic questions mentally while 

getting their brain activity measured using OT-R40. In a counterbalanced design to 

control for order effects, the participants were randomly assigned to two groups, each 

group undergoing the aforementioned training conditions in a different order e.g. 

Group 1 underwent the sessions in the order of nonadaptive, adaptive conditions 

while Group 2 underwent the sessions in the order of adaptive, nonadaptive 

conditions (see Figure 3.15). By creating a group for each possible order, the variance 

due to order effects became a separate source of variance, making for a more 

powerful experimental design. 

 

Figure 3.15: The counterbalanced experimental design. 
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In both conditions, right after the cognitive training, the participants were 

administered the paper version of the NASA-TLX measure (see Appendix A). NASA-

TLX is a widely used, subjective, multidimensional assessment tool that rates 

perceived workload or other aspects of performance  [99, 100]. NASA-TLX consists 

of six subscales (as listed in Table 2.3) which altogether contribute to the overall 

workload. The participants were told to read the description for each of these 

subscales carefully before rating.  

3.4.2.1 Nonadaptive Condition 

A nonadaptive session consisted of two parts – prior screening and cognitive 

training. The total duration for a nonadaptive session was around 40 minutes. 

3.4.2.1.1 Prior Screening 

A prior screening was carried out to determine the participants’ optimal level of 

difficulty based on the fNIRS signals. The screening was preceded by a 15 s pre-task 

rest period followed by 15 s task and 15 s post-task rest periods (see Figure 3.16). 

Each task period represents a trial, where the participants had to solve arithmetic 

questions mentally. The prior screening lasted 9 min 15 s and consisted of 18 trials. In 

each trial, the participants were given 15 s to answer as many arithmetic questions as 

possible. There were 6 levels of difficulty, with lowest level being the simplest and 

the highest level being the most complex. Details of these 6 levels are listed in 3.2.2. 

In the prior screening, all 6 levels of difficulty were tested (3 trials per level) in a 

randomized order. In the end, each participant contributed 18 activation values and 

these values were further averaged down to 6 values (one for each level). The level 

with the largest activation value was chosen as the participants’ optimal level of 

difficulty. In the end, the participants’ optimal level of difficulty was picked based on 

the amplitude of activation and afterwards, only arithmetic questions of that particular 

level of difficulty were asked throughout the subsequent training session (refer to 

3.4.2.1.2). 
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Figure 3.16: The paradigm of the prior screening in nonadaptive condition. 

 

3.4.2.1.2 Cognitive Training 

The time course of the cognitive training is illustrated in Figure 3.17. The 

cognitive training started with a 15-s rest and every task lasted 15 s, followed by a 15-

s rest. In the cognitive training, each task period represents a trial, where the 

participants had to solve arithmetic questions mentally. The cognitive training lasted 

30 min 15 s and consisted of a total of 60 trials. In each trial, the participants were 

given 15 s to answer as many arithmetic questions as possible. Throughout the 

cognitive training, only arithmetic questions from a particular level (selected in the 

prior screening; refer to) were asked. 

 

Figure 3.17: The paradigm of the cognitive training session. 

3.4.2.2 Adaptive Condition 

An adaptive session lasted approximately 30 minutes and consisted only of one 

part – cognitive training session. The adaptive training regimen incorporated the 

fNIRS-DDA system (see 3.1), meaning the level of difficulty was constantly 

automatically and adaptively adjusted accordingly to the fNIRS signals measured in 
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real time. In adaptive condition, the cognitive training was exactly the same as the one 

used in nonadaptive condition (see Figure 3.17) except that fNIRS-DDA was 

incorporated. 

The cognitive training started with a 15-s rest and every task lasted 15 s, followed 

by a 15-s rest. In the cognitive training, each task period represents a trial, where the 

participants had to solve arithmetic questions mentally. The cognitive training lasted 

30 min 15 s and consisted of a total of 60 trials. In each trial, the participants were 

given 15 s to answer as many arithmetic questions as possible. There were 6 levels of 

difficulty, with lowest level being the simplest and the highest level being the most 

complex. Details of these 6 levels are further elaborated in section 3.2.2. Since 

fNIRS-DDA was incorporated, arithmetic questions of appropriate degree of 

difficulty that were constantly tailored to the participants’ current cognitive workload 

were asked throughout the cognitive training. The session started with three level 1 

questions, followed by three level 2 questions. From there onwards, the difficulty 

level of subsequent questions was adjusted based on their processed fNIRS signals 

every three. Detailed description of the algorithm is written in 3.1.2.5. 

3.4.3 Data Analysis 

3.4.3.1 fNIRS Data 

For each participant, the fNIRS time series were then epoched into 60 smaller 

blocks (one block for each trial). Each block consisted of a 15-s pre-task rest period, a 

15-s task period followed by a 15-s post-task period. In reality a few participants’ 

fNIRS data were subjected to baseline drift even though attempts have been made to 

reduce the effects of baseline drift. The baseline drift was more obvious as the 

training progressed. Therefore, it was not appropriate to calculate the block average of 

fNIRS signals directly by averaging all the activation values. Instead, all the fNIRS 

data were normalized using min-max normalization in order to reduce all the 

participants’ data to the same scale, aiming to create a fairer comparison. Min-max 

normalization is a normalization strategy or feature scaling which linearly transforms 
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a property (values of a numeric range of a feature of data) to a scale between 0 and 1 

using the formula 

 𝑧𝑖 =  
𝑥𝑖  − min(𝑥)

max(𝑥) − min(𝑥)
 (2) 

where 𝑥  = ( 𝑥𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 01, … , 𝑥𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 20 ), 𝑥𝑖  = 𝑖 th observed data, and 𝑧𝑖  = 𝑖 th 

normalized data. After normalizing the data, block average of fNIRS signals was 

calculated by averaging the relevant fNIRS data. 

For each training condition, each participant contributed a total of 60 activation 

values (one value per trial; see 3.1.2.5). These 60 values were then averaged and 

divided into 4 time intervals (each of 7.5 min or 15 trials) not only to investigate the 

time-on-task effects i.e. any fall off in performance with time on task but also to study 

how well the fNIRS-DDA worked. The same analysis technique was applied to the 

behavioural data i.e. response time, answer accuracy and difficulty level as well. 

3.4.3.2 Statistics 

Non-parametric Mann-Whitney U tests with Bonferroni-Holm correction were 

employed to compare the NASA-TLX scores including both overall and subscale 

scores. On the other hand, the exact test was repeated multiple times to test the intra- 

and inter-condition differences in difficulty levels. A total of 12 (e.g. nonadaptive 

condition: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min; adaptive 

condition: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min) and 4 

(nonadaptive(0–7.5 min) vs adaptive(0–7.5 min), … , nonadaptive(22.5–30 min) vs adaptive(22.5–

30 min)) pairwise Mann-Whitney U tests with Bonferroni-Holm correction were carried 

out to determine intra- and inter-condition differences respectively in difficulty levels. 

The Bonferroni-Holm correction would test each individual hypothesis in a sequential 

rejective manner at  

 
𝛼

𝑛 − 𝑟𝑎𝑛𝑘 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑎𝑖𝑟 (𝑏𝑦 𝑑𝑒𝑔𝑟𝑒𝑒 𝑜𝑓 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒) + 1
 (3) 
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where α is the desired significance level (0.05) and n is the number of comparisons.  

Other behavioural data that were statistically assessed included the response time 

and answer accuracy. Both the response time and answer accuracy were not good 

parameters for inter-condition comparison and it made no sense to compare them 

directly as the difficulty levels were designed to alter regularly in adaptive condition, 

so both the parameters were expected to affected in adaptive condition. Instead, the 

response time and answer accuracy, which were directly related with performance, 

were analysed only to investigate the time-on-task effects i.e. any increase in the 

parameters over increasing time on task. As a consequence, for each of these 

parameters, only intra-condition statistical significance was estimated using 6 

pairwise one-sample t-tests with similar Bonferroni-Holm correction per training 

condition (e.g. nonadaptive: nonadaptive(0–7.5 min) vs nonadaptive(7.5–15 min), … , 

nonadaptive(15–22.5 min) vs nonadaptive(22.5–30 min); adaptive condition: adaptive(0–7.5 min) 

vs adaptive(7.5–15 min), … , adaptive(15–22.5 min) vs adaptive(22.5–30 min)) and 4 

(nonadaptive(0–7.5 min) vs adaptive(0–7.5 min), … , nonadaptive(22.5–30 min) vs adaptive(22.5–

30 min)).  

The same number of test were repeated to assess whether there were any intra-

condition differences in the normalized fNIRS activations. On top of that, inter-

condition statistical significance in the fNIRS parameter was estimated using 4 

pairwise comparisons between the two training conditions at each time interval, with 

one-sample t-test with Bonferroni-Holm correction (e.g. nonadaptive(0–7.5 min) vs 

adaptive(0–7.5 min), … , nonadaptive(22.5–30 min) vs adaptive(22.5–30 min)). Finally, to 

investigate the relationship between time on task and normalized fNIRS activation, 

quadratic regression analyses were performed using the time on task as a continuous 

independent variable. All the statistical tests performed are summarized in Table 3.5. 
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Table 3.5: The statistical tests performed on the parameters: NASA-TLX scores, 

difficulty level, response time, answer accuracy and normalized activation. 

Parameters 

NASA-TLX scores 

Inter-condition differences 

Mann–Whitney U tests with Bonferroni-Holm correction 

7 pairwise comparisons (one for each subscale and another one for overall score) 

Mental demand(nonadaptive) vs Mental demand(adaptive), … , Overall(nonadaptive) vs Overall(adaptive) 

 

Difficulty level 

Intra-condition differences 

Mann–Whitney U tests with Bonferroni-Holm correction 

0 pairwise comparisons for nonadaptive condition since difficulty level remained constant 

6 pairwise comparisons for adaptive condition only 

adaptive(0–7.5 min) vs adaptive(7.5–15 min), … , adaptive(15–22.5 min) vs adaptive(22.5–30 min) 

Inter-condition differences 

Mann–Whitney U tests with Bonferroni-Holm correction 

4 pairwise comparisons 

nonadaptive(0–7.5 min) vs adaptive(0–7.5 min), … , nonadaptive(22.5–30 min) vs adaptive(22.5–30 min) 

In nonadaptive condition, difficulty level was constant 

 

Response time 

Intra-condition differences 

One-sample t-tests with Bonferroni-Holm correction 

6 pairwise comparisons per training condition 

Nonadaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

Adaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

 

Answer accuracy 

Intra-condition differences 

One-sample t-tests with Bonferroni-Holm correction 

6 pairwise comparisons per training condition 

Nonadaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

Adaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

 

Normalized Activation 

Intra-condition differences 

One-sample t-tests with Bonferroni-Holm correction 

6 pairwise comparisons per training condition 

Nonadaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

Adaptive: 0–7.5 min vs 7.5–15 min, … , 15–22.5 min vs 22.5–30 min 

Inter-condition differences 

One-sample t-tests with Bonferroni-Holm correction 

4 pairwise comparisons 

nonadaptive(0–7.5 min) vs adaptive(0–7.5 min), … , nonadaptive(22.5–30 min) vs adaptive(22.5–30 min) 

Relationship with time on task 

Quadratic regression using the time on task as a continuous independent variable 
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3.5 Summary 

The fNIRS-DDA system developed is actually a closed-loop feedback system, 

consisting of a multichannel fNIRS system OT-R40, a computer, a monitor, and a 

Serial Response Box. Brain activity in target region (DLPFC) is measured using OT-

R40. The measured fNIRS signals are then transferred to a computer for signal 

processing in order to extract useful information to the feed the DDA. Based on this 

information, the task difficulty is adjusted accordingly. The feedback loop is repeated 

until the entire training or learning is completed. 

Since oxy-Hb is more sensitive to task-associated changes, the fNIRS-DDA 

assesses mental workload objectively based on specific features of oxy-Hb. oxy-Hb 

signals are first processed in real time before extracting relevant parameters. These 

parameters are compared in order to assess the mental workload and adjust the task 

difficulty accordingly. It is based on the theory that there is a linear relationship 

between workload and hemodynamics where the difficulty of the task at hand does 

not exceed the cognitive capacity, however, once there is cognitive overload or mental 

overload, functional hemodynamics starts to decrease, resulting in an invert U-shaped 

activation. 

A total of two studies were conducted. The first study was a pilot test involving a 

mAD patient and a healthy older individual, aiming to validate the theory behind the 

fNIRS-DDA system and to confirm the region of interest. On the other hand, the 

second study was like a functionality testing of the fNIRS-DDA system. The goal was 

to ensure that everything is working as planned before applying the system in future 

studies. 
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Chapter 4 

RESULTS AND DISCUSSION 

4.1 Study 1: Theory and Region Validation 

The aim of this pilot test was to validate the theory behind the fNIRS-DDA 

system and to confirm the region of interest. 

4.1.1 Results 

4.1.1.1 Sample Characteristics 

There were only two participants (one mAD patient and one HC). Demographic 

information about age, gender, and education level collected were tabulated in Table 

4.1, along with their behavioral data. Apart from that, mAD patient had a MMSE 

score of 14 and CDR rating of 1 while HC had a MMSE score of 26 and CDR rating 

of 0. 

 

Table 4.1: Participants’ demographic information and behavioural data. 

 HC 

(n=1) 

mAD 

(n = 1) 

Characteristic Mean Mean 

Age, years 50 58 

Gender, M/F M F 

Education level, P/S/T S S 

CDR rating 0 1 

MMSE score 26 14 

Level of difficulty (easiest 1, hardest 6) 

Median 3 2 

Peak 5 3 

M = male; F = female; P = primary; S = secondary; T = tertiary. 
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4.1.1.2 Behavioural Data: Difficulty Level 

 It was expected that the HC with no mental calculation impairment would 

perform better than the mAD patient. The fNIRS-DDA system picked up the 

difference in cognition between the two participants as intended. Referring to Figure 

4.1(a), the highest level that the mAD patient achieved was only level 3 and the 

patient also fluctuated between level 1 and 2 throughout the training. Perhaps level 3 

and 2 questions were too difficult for the mAD patient, prompting the patient to give 

up more easily. Level 1 is possibly the appropriate degree of difficulty for the mAD 

patient. However, the fNIRS-DDA system is designed to prevent mental underload as 

well as to impose sufficient amount of effective cognitive load. That was why the 

mAD patient fluctuates between level 1 and 2.  

On the other hand, in the beginning of the training, the HC fluctuated between 

level 2 and 3 for several trials. Subsequently, he successfully progressed to level 4 and 

5 and maintained his performance. The HC’s progress is illustrated in Figure 4.1(b). 

With no deficit in mental calculation abilities, the HC should have no problem in 

performing calculations mentally. However, level 5 questions may be too hard for the 

HC to solve within 15 s, which explains why the HC fluctuated between level 4 and 5 

towards the end of the training. 

Based on these results, the fNIRS-DDA system succeed in allowing participants 

to train at their appropriate degree of difficulty. This might avoid causing any 

detrimental cognitive overload/underload which can affect the cognitive training 

gains. 

 



 

71 

 

Figure 4.1: The participants’ performance and hemodynamics. (a) mAD. (b) HC. 
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4.1.1.3 fNIRS Data 

Bandpass filter was used to remove physiological noise while moving average 

filter was applied to smooth the signal. Figure 4.2 shows the raw/contaminated fNIRS 

signal with signals after removing physiological noise and smoothing in channel 14 of 

the HC. As discussed in 3.1.2.4, the oxy-Hb signals were averaged over the DLPFC 

(4 channels for each left and right DLPFC) to get an average oxy-Hb signal. The 

average oxy-Hb with standard deviations in eight channels over the DLPFC of the HC 

are illustrated in Figure 4.3. The task difficulty level was adjusted based on this 

average oxy-Hb signal. All these were done in real time. HC showed higher average 

activation across blocks (0.0163 mM·mm) than mAD (0.0062 mM·mm), thereby in 

consistent with the hypothesis through demonstration of the trend. 

 

Figure 4.2: Raw and processed fNIRS signal sampled from channel 14 of the HC. 

 

Figure 4.3: The average oxy-Hb signal (red line) with standard deviations (shaded 

region) in eight channels over the DLPFC of the HC. 
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4.1.2 Discussion 

Higher and lower average activation observed in HC and mAD respectively 

coupled with HC’s higher performance and mAD’s poorer performance suggests that 

using the fNIRS-DDA system, the participants actually trained at their appropriate 

degree of difficulty. This finding is further supported as patients with AD were 

identified with lower activation in the PFC compared to HC during cognitive tasks, 

while HC performed also better on the tasks [188-190]. However, instead of the 

fNIRS-DDA system, it is possible that the finding could also be due to the difference 

in neurological status. Several MRI studies revealed that deficits found in patients 

with AD are associated with volumetric changes in the prefrontal cortex (PFC) [191-

193]. It has been suggested that cognitive decline related to normal aging is attributed 

to the reduction of white matter rather than the reduction of grey matter [194]. In 

contrast, significant loss of grey matter which is composed of cortical neurons and 

glia was evidenced in Alzheimer’s disease, and led to reduced neuronal activation in 

the PFC of Alzheimer’s disease, when compared to HC [195]. These results warrant a 

more detailed study focusing on the functionality of the fNIRS-DDA system (Study 2; 

see 3.4), aiming to make sure that everything is working as planned before examining 

the efficacy of such cognitive rehabilitation as an alternative treatment for 

Alzheimer’s disease (future research) which requires not only vast resources but also 

a large sample size and long data collection duration. 

4.1.3 Conclusion 

Based on the experiment results, the proposed fNIRS-DDA system allows the 

participants to train at their appropriate degree of difficulty and workload. This may 

help in avoiding causing any mental overload which can affect the cognitive training 

gains. Future study will explore the functionality of the fNIRS-DDA system. 
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4.2 Study 2: Functionality Testing 

The second study was a functionality testing of the fNIRS-DDA system to ensure 

that everything is working as planned. 

4.2.1 Results 

4.2.1.1 Sample Characteristics 

A total of 25 healthy university students participated in current study (age range, 

20–29 years; mean ± standard deviation age, 23.44 ± 2.89 years). However, the data 

collected from a particular participant was excluded as he did not complete his second 

training session due to a technical error and four more participants whose fNIRS data 

were noisy (contained high amount of spikes, and abnormality in activations and 

deactivations). After excluding those data, the final group of participants consisted of 

20 individuals (11 females; mean ± standard deviation age, 22.7000 ± 2.4301 years). 

Demographic information about age, gender, and education level was collected (see 

Table 4.2). No participant had any neurological or psychiatric history, or any medical 

history affecting cognitive function. Apart from that, all of them had normal or 

corrected-to-normal vision. All of the participants completed the second session 

training session at least a week apart from the first one but one. He underwent the 

second training session 6 days after completing the first training session. 

 

Table 4.2: The participants’ demographic information. 

 n = 20 

Characteristic Mean (SD) 

Age, years 22.7000 (2.4301) 

Gender, M/F 9/11 

Education level, P/S/T 0/0/20 

Days between 1st and 2nd session 8.0500 (3.3635) 

 M = male; F = female; P = primary; S = secondary; T = tertiary. 
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4.2.1.2 Subjective Perception of Workload 

The participants’ NASA-TLX scores are illustrated in Figure 4.4. On average, the 

participants reported higher ratings not only in all of the subscales but also in the 

overall workload score in nonadaptive condition. Despite not being statistically 

significant, these results might be of clinical significance, especially the mental 

demand (p = 0.0955) and frustration (p = 0.0684) subscale scores where the p-values 

are close to the significance level (0.05). As expected, adaptive condition yielded 

lower workload because the difficulty of the arithmetic questions were constantly 

tailored to the participants’ cognitive state. In contrast, nonadaptive condition might 

be more cognitively taxing (as reflected in the mental demand subscale score) as the 

participants only underwent arithmetic questions from their optimal difficulty level 

that elicited highest activation as compared to other levels. In addition to that, the 

higher frustration subscale score might be indicative of higher degree of frustration 

which is possibly indicative of mental overload triggered by problem-solving tasks 

like math. Increasing the sample size would probably uncover significant inter-

condition differences in both of these subscale scores as it more reliably reflects the 

population mean. 

 

Figure 4.4: The participants’ mental workload assessment scores, using the NASA-

TLX. Ratings are provided on a scale from 0 (low) to 100 (high). 
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4.2.1.3 Behavioural Data 

The behavioural results (difficulty level, response time and answer accuracy) are 

summarized in Table 4.3. 

 

Table 4.3: The behavioural data i.e. difficulty level, response time and answer 

accuracy as well as the fNIRS data i.e. normalized activation. 

 Time on task (min) 

 0 to 7.5 7.5 to 15 15 to 22.5 22.5 to 30 

Parameters Mean (SD) Mean (SD) Mean (SD) Mean (SD) 

Difficulty level; 1 (easiest) to 6 (hardest) 

Nonadaptive 
3.9000 

(1.6827) 

3.9000 

(1.6827) 

3.9000 

(1.6827) 

3.9000 

(1.6827) 

Adaptive 
2.4000 

(0.5982) 

2.8000 

(0.8944) 

3.05000 

(0.9445) 

3.6000 

(1.0463) 

     

Response time (s)     

Nonadaptive 
5.0212 

(2.8155) 

5.1413 

(2.8732) 

4.7940 

(2.7348) 

4.9952 

(2.9022) 

Adaptive 
2.1926 

(0.8803) 

2.4197 

(0.9129) 

2.5860 

(0.9784) 

3.2929 

(1.6572) 

     

Answer accuracy (%)     

Nonadaptive 
60.9905 

(19.9898) 

59.5099 

(21.8201) 

61.5187 

(22.0473) 

60.7286 

(21.8842) 

Adaptive 
82.7829 

(7.8399) 

80.4365 

(7.8158) 

76.7329 

(8.9605) 

73.7940 

(13.8909) 

     

Normalized Activation (a.u.)     

Nonadaptive 
0.4227 

(0.0664) 

0.4328 

(0.0474) 

0.4891 

(0.0539) 

0.4654 

(0.0596) 

Adaptive 
0.4578 

(0.0735) 

0.4495 

(0.0821) 

0.4880 

(0.0725) 

0.4879 

(0.0664) 
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4.2.1.3.1 Difficulty Level 

The peak difficulty levels that the participants underwent are shown in Table 4.3 

Figure 4.4. In nonadaptive condition, the participants were tested with only arithmetic 

questions from a particular level. On the other hand, in nonadaptive condition, 

initially (0 to 7.5 min), the participants trained a significantly lower level than that in 

nonadaptive condition (p = 0.0028). As the training went on, the participants 

progressed steadily to higher levels. In the end (22.5 to 30 min), the participants 

reached significantly higher levels as compared to the initial level during 0 to 7.5 min 

(p = 0.0002). In other words, in adaptive condition, the participants started with 

significantly lower levels and eventually progressed to significantly higher levels of 

difficulty (comparable to adaptive condition). However, it is noticeable that the 

standard deviation in adaptive condition was large as some participants showed higher 

activation in lower difficulty levels even though normally higher levels of difficulty 

would elicit higher activations (see section 4.2.1.4.1). 

 

 

Figure 4.5: Peak difficulty levels that the participants underwent in different time 

intervals. Statistical analysis was performed using Mann-Whitney U test. *p < 0.05 

with Bonferroni-Holm correction. 
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4.2.1.3.2 Response Time 

Response time was the time taken for the participants’ to hit one of the keys on 

the Serial Response Box, regardless of correct or incorrect answer. Referring to Table 

4.3 and Figure 4.6, in nonadaptive condition, the participants’ response time remained 

almost constant throughout the entire session. However, the standard deviation was 

large, possibly due to the differences in the difficulty level. The higher the difficulty 

level, the longer it took to solve the arithmetic questions as the questions were more 

complex. According to Table 4.4, in nonadaptive condition, 5%, 20%, 25%, 5%, 20% 

and 25% of the participants underwent difficulty level 1, 2, 3, 4, 5 and 6 respectively. 

This could explain the large standard deviation in response time only in nonadaptive 

condition but not in adaptive condition. In adaptive condition, all the participants 

started with three trials of level 1 followed by three trials of level 2 within the first 7.5 

min. As mentioned in 0 not all but majority of the participants eventually progressed 

to higher difficulty levels as the training went on, hence the increase in the mean and 

standard deviation in response time.  

As mentioned in section 3.4.3.2, the response time was not a good parameter for 

inter-condition comparison and it made no sense to compare them as the difficulty 

levels kept changing in adaptive condition, so did the response time. Instead, the 

response time, which was directly related with performance, was analysed to 

investigate the time-on-task effects i.e. any increase in the response time over 

increasing time on task. 

4.2.1.3.3 Answer Accuracy 

Answer accuracy was calculated by diving the number of questions answered 

correctly by the number of questions attempted. In accordance Table 4.3 to Figure 

4.7, the participants’ accuracy remained unchanged throughout the entire training in 

nonadaptive condition. The large standard deviation can be attributed to the 

differences in the difficulty level. The higher the difficulty level, the more complex 

the arithmetic questions were and the participants were more prone to error. Some 

participants underwent lower difficulty levels while the rest were tested with  
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Figure 4.6: The participants’ response time in different time intervals. Statistical 

analysis was performed using one-sample t-test with Bonferroni-Holm correction only 

to estimate the intra-condition differences. 

 

 

Figure 4.7: The participants’ answer accuracy in different time intervals. Statistical 

analysis was performed using one-sample t-test with Bonferroni-Holm only to 

investigate the intra-condition differences. 
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questions of higher difficulty. This could explain why such large standard deviation 

was not observed in adaptive condition but only in nonadaptive condition. On the 

other hand, all the participants started the adaptive condition training the same way 

i.e. same difficulty levels. Afterwards, it all depended on their own hemodynamics. 

Not all but most of the participants succeed in progressing to higher difficulty levels 

as the training went on, hence the decreased accuracy and increased standard 

deviation. 

Referring to 3.4.3.2, it was inappropriate to compare both conditions directly on 

the basis of answer accuracy. The difficulty levels was designed to alter regularly in 

adaptive condition, so the answer accuracy was expected to be affected. Finally, the 

aim of looking at the answer accuracy was solely to investigate the time-on-task 

effects. 

4.2.1.4 fNIRS Data 

A raw fNIRS signal sampled from channel 2 of one of the participant is shown in 

Figure 4.8. Apparently, the signal is noisy and full of artifacts, highlighting the 

important of processing in order to extract maximum amount of useful information. 

 

Figure 4.8: Raw fNIRS signal sampled from channel 2 of one of the participants. 
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4.2.1.4.1 Nonadaptive Condition – Prior Screening 

As mentioned in section 3.4.2.1.1, for each participant, the level with the largest 

𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛,𝑙𝑒𝑣𝑒𝑙 was assumed to be the participant’s optimal level of difficulty. 

Subsequently, only arithmetic questions of that particular difficulty level were asked 

throughout the cognitive training session. 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛,𝑙𝑒𝑣𝑒𝑙 for each participant 

and level are tabulated in Table 4.4, together with the level selected (shaded). 

 

Table 4.4: 𝑜𝑥𝑦-𝐻𝑏𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛,𝑙𝑒𝑣𝑒𝑙 for each participant and level in the prior screening. 

 𝒐𝒙𝒚-𝑯𝒃𝒂𝒄𝒕𝒊𝒗𝒂𝒕𝒊𝒐𝒏,𝒍𝒆𝒗𝒆𝒍 (mM·mm) 

ID 1 2 3 4 5 6 

01 0.0382 0.1136 0.1355 0.1301 0.1752 0.1325 

02 0.1316 0.0509 -0.1086 -0.1094 -0.1566 -0.1740 

03 0.0518 -0.0185 0.0982 -0.0004 -0.0048 0.0682 

04 0.0690 0.1063 0.0364 0.0192 0.0416 0.0190 

05 0.0698 0.0375 0.0177 0.0821 0.1365 0.0005 

06 0.1453 0.0982 0.0695 0.0550 0.1599 0.1280 

07 0.0386 0.0787 0.1532 0.0296 0.0169 0.0763 

08 0.0509 0.0538 0.0445 0.0792 0.0008 0.1305 

09 0.0299 0.0353 0.1043 0.0429 0.0682 0.0734 

10 -0.0085 0.1217 0.0756 -0.0020 0.0659 0.0085 

11 0.0099 0.0459 0.0120 -0.0088 0.0246 0.0081 

12 0.0254 0.0473 0.0730 0.0408 -0.0236 0.0873 

13 -0.0028 0.0059 0.0274 0.0044 0.0250 0.0091 

14 0.0520 0.0924 0.0266 0.0118 0.0617 -0.0727 

15 0.0760 0.0004 -0.0060 0.0149 0.1194 0.0846 

16 0.0053 0.0198 0.0194 -0.0316 0.0256 0.1361 

17 0.1729 0.0130 0.3103 -0.1367 0.1513 -0.0671 

18 -0.0346 -0.0206 -0.1282 0.0421 0.1610 0.4560 

19 0.0440 0.0364 0.0020 0.0499 0.0059 0.0183 

20 0.0459 0.1335 0.1114 0.0905 0.1118 0.1948 

The optimal level selected i.e. the maximum value is denoted by the grey shade. 
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4.2.1.4.2 Normalized Activation 

Originally, the epoched oxy- and deoxy-Hb signals sampled over the DLPFC 

(channel 8, 18, 19, 29, 3 13, 14, 24) were measured in units of mM·mm. The signals 

then underwent min-max normalization, where both the numerator and denominator 

were in the same units (mM·mm), leaving the resulting signals in arbitrary units 

(a.u.). After that, the signals were averaged to obtain an overall signal for nonadaptive 

and adaptive conditions (see Figure 4.9 and Figure 4.10 respectively). In both figures, 

an increase in oxy-Hb was accompanied by a decrease in deoxy-Hb. This observation 

was consistent with previous studies that have shown that this is the typical 

hemodynamic response to neural activation [196, 197] as a result of neurovascular 

coupling [198, 199]. 

After min-max normalization, the normalized activation were also calculated in 

a.u. Figure 4.11 shows the normalized activation for both training conditions in 

different time intervals while the exact values are recorded in Table 4.3. Multiple one-

sample t-tests with Bonferroni-Holm correction revealed some significant intra-

condition differences in both nonadaptive and adaptive conditions. In the latter, an 

overall increasing trend was observed and it was found that the activation in 15–22.5 

min was significantly larger than that in 7.5–15 min (p = 0.0046), suggesting that the 

participants were more engaged from 15 min onwards. In addition, the activation in 

adaptive condition did not show any sign of decreasing. 

Meanwhile, in nonadaptive condition, statistical tests revealed multiple intra-

condition significant differences in activation. It was evident that the participants’ 

activation peaked in 15–22.5 min as its amplitude was significantly larger than both 

the activation in 0–7.5 min (p < 0.0001) and 7.5–15 min (p < 0. 0001). This 

interpretation was further supported as the activation in 22.5–30 min dropped 

significantly as compared to the activation in 15–22.5 min (p = 0.0117). However, 

albeit the significant drop, the activation in 22.5–30 min was still significantly higher 

in than that in 0–7.5 min (p = 0.0061) and 7.5–15 min (p = 0.0146). These significant 

differences across time intervals hint that the participants’ DLPFC activation actually 

followed a quadratic trend, suggesting the need of a more detailed regression analysis 

for estimating the relationship between activation and time on task. 
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Figure 4.9: The overall normalized oxy- and deoxy-Hb signals for nonadaptive 

condition. 

 

 

Figure 4.10: The overall normalized oxy- and deoxy-Hb signals for adaptive 

condition. 
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Figure 4.11: The participants’ normalized activation in different time intervals. 

Statistical analysis was performed using one-sample t-test. *p < 0.05 with Bonferroni-

Holm correction. 

 

4.2.1.4.3 Quadratic Regression Analyses 

Quadratic regression analyses were performed using the time on task as a 

continuous independent variable, resulting in Figure 4.12. It has been reported that 

evaluating the fit of nonlinear regressions using R-squared often leads to incorrect 

conclusions [200]. Instead, the standard error of the regression (S) was compared. The 

regression model of nonadaptive and adaptive conditions produced S of 1.4034 and 

1.0901 respectively. S must be ≤ 2.5 to produce a sufficiently narrow 95% prediction 

interval. At a glance, both of the models were precise enough. Nonadaptive 

condition’s regression model suggests that the participants’ DLPFC activation 

actually followed an inverted U-shape curve (increased with time on task up to around 

25 min then decreased). However, the same trend was not observed in adaptive 

condition. 
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Figure 4.12: Change in normalized oxy-Hb level in both training conditions against 

time on task, along with their respective quadratic fit. 

4.2.2 Discussion 

Three possible explanations have been proposed for the above observations 

(inverted U-shape curve in the participants’ activation observed in nonadaptive 

condition but not in adaptive condition). 

4.2.2.1 Boredom 

The first explanation was boredom, which is defined as an aversive emotional or 

psychological state experienced when an individual wants to, but is unable to engage 

in satisfying activity. The result was in agreement with previous studies, utilizing 

various neuroimaging modalities, which have demonstrated findings i.e. decrease in 

oxy-Hb concentration [201] and reduced α, β and γ power [202] in boredom 

condition. Apart from that, it is also claimed that users have problem in focusing on 

their task, learn less, are less productive, and more error-prone when they are in 

boredom state [25]. If so, this is a not a likely explanation for the observations as there 
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was not any fall off in performance (in terms of response time and answer accuracy) 

albeit the drop in activation. 

4.2.2.2 Training Effect 

It is further proposed that the inverted U-shape curve can be explained using the 

training effect hypothesis. A recent study examined the effects of training on an n-

back task over a period of 4 weeks. They observed initial increases in activation in 

task-specific areas followed by decreases in activation by the end of training [203]. 

They suggest that decreases in activation values are associated with the consolidation 

of performance gains after extensive practice and conclude that training-related 

changes in activation follow an inverse U-shaped quadratic function, with initial 

increases followed by later decreases. The same interpretation may apply to the data 

from another study [153], which, despite being characterized as demonstrating 

working memory practice-related increases in activation, are suggestive of a quadratic 

function with a relative reduction in activation in the last scanning session (5 weeks 

apart) compared to the penultimate one. In spite of that, both studies examined the 

training effects over weeks while the nonadaptive condition lasted only 30 minutes. 

Therefore, the results might not be due to the so-called training effects as it takes 

some time (much longer than 30 minutes) for such effects to take place. 

4.2.2.3 Mental Overload 

Last but not least, the inverted U-shaped curve observed might be related to 

mental overload. A linear relationship between task workload and hemodynamics has 

often been observed [82, 85] where the difficulty of the task at hand does not exceed 

the cognitive capacity of participant. When cognitive capacity is exceeded, the 

observed effects on hemodynamics conform to the shape reported by the Yerkes–

Dodson law (see ) [86]. The law dictates that human performance at any task varies 

with arousal in a predictable parabolic curve. The performance increases with 

physiological or mental arousal, but only up to a certain point. Exceeding that point 

i.e. when levels of arousal become too high, performance starts to follow a decreasing 
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trend. According to Figure 2.8, the upward part of the inverted U can be thought of as 

the energizing effect of arousal. The downward part is caused by negative effects of 

arousal (or stress) on cognitive processes like attention, memory, and problem-

solving.  

On a supervisory control task a negative quadratic relationship (inverted U) 

between workload and DLPFC activation was observed [204]. It was also noted that 

there was a strong correlation between increased DLPFC activation in the highest 

workload condition and performance. This suggests that workload alone does not 

have a quadratic relationship with functional hemodynamics, but instead once there 

exists mental overload functional activation decreases. There are evidences from other 

studies to support the above claim i.e. prefrontal activation followed an inverted U-

shaped curve (increases with load up to a certain workload or limit then decreases) 

[87-91]. 

In nonadaptive condition, the task was definitely more cognitively taxing and 

induced more frustration than adaptive condition since it yielded higher NASA-TLX 

scores especially in both mental demand and frustration subscales. Frustration 

triggered by problem-solving tasks like math is said to be one of the manifestations of 

mental overload. During sustained periods of a taxing cognitive workload, humans 

typically display time-on-task effects, in which mental overload increases while the 

performance maintains [205, 206]. Taken together these findings suggest that the 

presence of a negative quadratic slope during fNIRS monitoring of workload 

dynamics is indicative of mental overload. The results point more toward the last 

explanation as it was found that the participants not only exhibited negative quadratic 

activation coupled with sustained performance during nonadaptive condition but they 

also registered higher NASA-TLX scores especially in both mental demand and 

frustration subscales in nonadaptive condition. 
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4.2.3 Conclusion 

In comparison to adaptive condition, it was found that nonadaptive condition 

yielded higher workload and higher level of frustration (as measured using NASA-

TLX), implying that adaptive condition might be more cognitively taxing. During 

sustained periods of a taxing cognitive workload, humans typically display time-on-

task effects, in which mental overload increases while the performance maintains 

[205, 206]. Quadratic regression showed that the participants’ DLPFC activation 

followed an inverted U-shape curve (increased with time on task up to a limit then 

decreased) in nonadaptive condition, consistent to the claim that functional activation 

decreased once mental overload is reached. Several previous studies also reported 

similar observations [87-91]. Taken together these findings reveal that the presence of 

a negative quadratic slope during fNIRS monitoring of workload dynamics is 

indicative of mental overload. However, such negative quadratic slope was only 

evident in nonadaptive condition but not in adaptive condition, further suggesting that 

the incorporation of the fNIRS-DDA system in adaptive condition indeed aided the 

participants in avoiding mental overload. As a consequence of the combination of 

more cognitively taxing task difficulty level and time-on-task effect, the participants 

suffered mental overload approaching the end of nonadaptive condition (22.5–30 

min). 
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Chapter 5 

CONCLUSION 

5.1 Conclusion 

A fNIRS-DDA system was successfully designed and developed. It is actually a 

closed-loop feedback system, consisting of a multichannel fNIRS system OT-R40, a 

computer, a monitor, and a Serial Response Box. Brain activity in target region 

(DLPFC) is measured using OT-R40. Since oxy-Hb is more sensitive to task-

associated changes, the measured oxy-Hb signals are then transferred to a computer 

for signal processing in order to extract relevant parameters. These parameters are 

compared in order to assess the mental workload and adjust the task difficulty 

accordingly. It is based on the theory that there is a linear relationship between 

workload and hemodynamics where the difficulty of the task at hand does not exceed 

the cognitive capacity, however, once there is cognitive overload or mental overload, 

functional hemodynamics starts to decrease, resulting in an invert U-shaped 

activation. 

A total of two studies were conducted. The first study was a pilot test involving a 

mAD patient and a healthy older individual, which not only validated the theory 

behind the fNIRS-DDA system and region of interest (DLPFC) but also warranted a 

more detailed study on the functionality of the system – Study 2. 

In the second study, the functionality of the fNIRS-DDA system was fully 

explored using 25 healthy university students. In comparison to adaptive condition, 

nonadaptive condition yielded higher workload and higher level of frustration (as 

measured using NASA-TLX), implying that nonadaptive condition might be more 

cognitively taxing. During sustained periods of a taxing cognitive workload, humans 

typically display time-on-task effects, in which mental overload increases while the 

performance maintains [205, 206]. Quadratic regression showed that the participants’ 

DLPFC activation followed an inverted U-shape curve (increased with time on task 

up to a limit then decreased) in nonadaptive condition, consistent to the claim that 
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functional activation decreased once mental overload is reached. Several previous 

studies also reported similar observations [87-91]. Taken together these findings 

reveal that the presence of a negative quadratic slope during fNIRS monitoring of 

workload dynamics is indicative of mental overload. However, such negative 

quadratic slope was only evident in nonadaptive condition but not in adaptive 

condition, further suggesting that the incorporation of the fNIRS-DDA system in 

adaptive condition indeed aided the participants in avoiding mental overload. As a 

consequence of the more cognitively taxing task difficulty level alongside time-on-

task effect, the participants suffered mental overload approaching the end of 

nonadaptive condition (22.5–30 min). 

Adaptive condition, where the fNIRS-DDA system was used, succeed in 

optimising the participants’ engagement. In adaptive condition, the participants were 

allowed to train at their optimal level of difficulty and workload to maximize their 

gains. In conclusion, the fNIRS-DDA system succeed in helping the participants to 

avoid mental overload, which can possibly reduce or even eliminate the gains of 

cognitive training [8]. The same training regimen coupled with the fNIRS-DDA 

system will be applied in an upcoming study to preserve working memory in mAD 

patients in order to slow down the progression of dementia. 

5.2 Research Contributions 

This MSc research achieved the objectives delineated in section 1.4. The most 

significant research contribution of this research is the development of the fNIRS-

DDA system, utilizing the relatively new neuroimaging modality and a novel 

algorithm. Apart from being helpful in imposing sufficient amount of effective 

cognitive load and preventing mental overload, the system has the flexibility to be 

used together with any task or regimen no matter in cognitive training or cognitive 

rehabilitation. Such flexibility coupled with the advantages of fNIRS make the system 

suitable and useful for clinical applications and interventions. 
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5.3 Limitation 

Due to the time constraints as well as resource constraints, the participants 

involved in Study 2 were only local university students instead of the target audience 

– the mAD patients, who are not readily and widely available. The patients are usually 

recruited through a local dementia day-care centre and from the local community. It 

took a long time not only to screen and recruit the patients but also to transport the 

entire technology to the nearest city, where both subject recruitment and data 

collection are more convenient to perform. In the end, Study 2 involved only local 

university students considering current study was mainly to test the functionality and 

robustness of the fNIRS-DDA system developed. 

Another limitation is that individual difference in math abilities was neglected in 

current study. Different individuals possess different math abilities. It is worth noting 

that math skills also affect mental arithmetic strategies [207] and that the level of 

one’s computational estimation strategy increases as one’s numeracy skills develop 

[208]. In current study, the potential effects of differences in numeracy skills were 

excluded. Last but not least, to substantiate the findings, a larger sample size might 

help ensure that participants of inadequate math abilities can be excluded and that 

participants with different math abilities can be assessed separately. 
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5.4 Future Work and Recommendations 

Even though fNIRS is more resistant to artifacts [92], a change in the superficial 

signals (from the scalp) may thus affect the NIRS signals significantly [209, 210]. The 

multi-distance real-time scalp signal separating (RT-SSS) algorithm is one of the very 

few methods to compensate the effect in real time [211]. It will be useful to 

incorporate the algorithm into the fNIRS-DDA system in order to obtain more 

accurate and reliable signals from the cerebral cortex. 

In this research, the fNIRS-DDA was bundled with mental arithmetic problem 

solving as the cognitive task. In reality, the system has the flexibility and potential to 

be used together with any task or regimen no matter in cognitive training or cognitive 

rehabilitation, not only to personalize the training regimen but also to maximize the 

gains.  

The combination of the fNIRS-DDA system and cognitive rehabilitation (mental 

arithmetic as the cognitive task) has the potential as an alternative treatment for 

Alzheimer’s disease. An upcoming research, currently in the planning stage, will 

focus on using the combination to slow down the progression of dementia in 

Alzheimer’s disease patients by preserving their working memory. 
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