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ABSTRACT 

 

Smith Predictor is an effective method for control of processes in which the process 

time delay is long as it improves the performance of a PI controller. However, 

processes are susceptible to delay variation due to uncertainties and this predictive 

model does not guarantee plant robustness and stability due to the increase of negative 

phase lag. A temperature control experiment is conducted in a shell-tube Heat 

Exchanger Process Pilot Plant due to its time delay presence characteristic of interest. 

The process model in the form of transfer function is identified using Statistical 

Modelling with accuracy of 93.86%. A Smith Predictor-PI controller is developed 

using Matlab/Simulink to simulate the control of the temperature loop and results 

using performance indicators such as Integral Absolute Error (IAE) and Integral 

Square Error (ISE) show that it performs better than a PI controller. Due to robust 

tuning the Classical Smith Predictor (SP) shows good robust control and presents good 

performance indicators when process delay is varied in the estimated bounded interval 

from 0.21 minutes to 0.33 minutes. However, results from the Classical SP show that 

an improved control performance can be attained with a Filtered Smith Predictor 

(FSP). The FSP developed shows a fast rise time, settling time and overall lower ISE 

and IAE values than the Classical SP-PI and PI controller. Analysis on the process 

time delay variation shows that the FSP control structure can withstand the changes in 

process time delay while providing good performance indicators in the estimated range 

determined by the upper and lower bounded internal from 0.21 minutes to 0.31 

minutes. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background 

The control of processes with time delay are often challenging and it affects the system 

performance greatly. Although PID controllers are the main approach for control of 

processes, they may exhibit poor performance in the presence of dead time. Dead time 

introduces less control to the aggressive changes caused by the system and it is usually 

part of process dynamics originated from the association of different parts of the 

process. Dead time is determined as the amount of time it takes for a control signal 

effect to be felt on  the plant as to control a desired condition, for instance temperature 

[1-4]. 

 

Figure 1: Temperature control loop block diagram 

 

Consider the block diagram in Figure 1 above for a temperature control loop, in which 

the actual process is denominated by 𝑃(𝑠)𝑒−𝜃𝑠, a FOPDT system, therefore the closed-

loop transfer function becomes [5]: 
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The characteristic equation (CE) of the closed loop system is denoted by, 

    0esPsC1 s  
 

The presence of the delay element 𝑒−𝜃𝑠, in the closed-loop CE makes it difficult to 

design a controller that can guarantee the process stability and system performance.  

PID controllers are ineffective to processes where time delay is long as they may 

produce unsatisfactory results and it is difficult to tune parameters to achieve a desired 

control performance [5, 6]. A Smith Predictor provides an adjustment around an 

existing PI controller so that aggressive changes in output variable helps to overcome 

the unwanted effects caused by the time delay. Hence, the application of the Smith 

Predictor in this project to improve the plant performance.  

 

1.2 Problem Statement 

Smith Predictor can be employed together with a PI controller to reduce the unwanted 

effects caused by process delay. However, the above controller does not account for 

robust stability and performance of the plant and does little to the disturbance 

rejection. Moreover, it has limits reducing the effect of process time delay variation 

which may lead the plant to instability as well as it is dependent on the accurate 

representation of the process. Hence, a technique that accounts for robust stability and 

improved performance of the SP control structure is required as to study the limitations 

of the controller for a closed-loop temperature control when the process delay varies 

within a norm-bounded interval. 

 

1.3 Objectives 

1. Develop a controller based on a Smith Predictor for temperature control loop with 

inherent time delay and accuracy above 80 percent. 

2. Perform the robustness analysis of the plant 

3. Investigate the limits of the above controller when the process time delay varies 

within specified range 
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1.4 Scope of Study 

The focus of this project is on the study of a Smith Predictor for the compensation of 

dead-time for a temperature control process loop in the case that a PI controller alone 

is ineffective. The study of this project involves different stages. 

Firstly, different techniques of the Smith Predictor are discussed in the literature 

review to improve the robust stability and performance of this control structure. A 

temperature control loop experiment is conducted on a shell-tube heat exchanger and 

the dynamic behavior of the process is extracted. 

Secondly, a PI and a Classical Smith Predictor-PI based controllers are developed to 

prove the benefits of the latter. The Classical SP is analyzed when process delay varies 

and subsequently to improve the performance of the Classical Smith Predictor-PI 

based controller a Filtered Smith Predictor (FSP) controller is developed. For all 

controllers, a robust tuning is considered to provide best control.  

Lastly, a study on the limitations of the FSP to reduce the effects of time delay when 

the temperature control loop process delay varies is done. All simulations for the 

temperature control loop performance are done on Matlab/Simulink. Then the result 

analysis and discussions are carried. 
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CHAPTER 2 

LITERATURE REVIEW 

 

This section overviews the Classical Smith Predictor and reviews different versions of 

the Smith Predictor control structure designed to improve the robustness of this 

technique and provide better control. 

 

2.1 Overview of the Classical Smith Predictor 

Smith Predictor is a dead time control structure designed to improve the performance 

of closed-loop stable processes with long time delays. This technique has proven to be 

an effective predictive control algorithm for time delay compensation [7, 8]. 

 

Figure 2: Classical Smith Predictor Control Structure 

 

The block diagram in Figure 2 above represents the conventional Smith Predictor 

control structure. It consists of a controller 𝐶(𝑠), the actual process with the inherent 

process time delay 𝑃(𝑠)𝑒−𝜃𝑠, an inner loop with the model representation of the plant, 

�̂�(𝑠), and the prediction of the actual dead time, 𝑒−�̂�𝑠, in  𝜃 minutes into the future[7]. 

Wade further suggests that modelling of the Smith Predictor is applied to two parts, 

the linear �̂�(𝑠) and nonlinear 𝑒−�̂�𝑠 portions. �̂�(𝑠) in practice is an open loop stable 
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first order lag, therefore, the transfer function for the closed-loop diagram, assuming 

perfect model representation and disturbance (𝑑 = 0), is as follow: 
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The characteristic equation (CE) of the closed-loop system, 1 + 𝐶(𝑠)𝑃(𝑠) = 0, 

appears without the dead time element which allows easier adjustment of the 

manipulated variable to be implemented in the actual process, hence allowing much 

more aggressive control of the model than the plant which could yield a good control 

as long as the model and the plant are reasonably accurate [5, 7, 8]. Therefore, the 

Smith Predictor control structure offers a method that removes the time delay term to 

outside the feedback control loop thus allowing to design the controller according to 

the delay free path of the plant, hence offering more control related to the process 

performance [7-11]. Figure 3 below shows the Smith Predictor apparent control loop. 

 

Figure 3: Smith Predictor apparent control loop 

 

In the real world, it is impossible to find the exact model representation to the plant 

and the actual behavior and stability depends on all terms without cancellation, reports 

expressed both in [8, 11]. The classical Smith Predictor analysis is limited to stable 

processes with fixed time delays. This predictive model is sensitive to time variation 

and uncertainties as it introduces extreme instability to the system, hence the system 

performance deteriorates [10, 11]. Therefore, a need for a method that can compensate 
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for the model errors such that it can make up for the limitations of the Smith Predictor 

is desirable. 

2.2 Review of Modified Smith Predictor using Coefficient Diagram Method 

(CDM) 

 

Figure 4: Modified SP using CDM 

 

The block diagram above represents the Modified SP using CDM. The CDM uses a 

characteristic polynomial to represent a control system as shown in Equation 4. From 

Figure 4, 𝐴(𝑠) is the denominator of the tranfer function of the controller, 𝐶(𝑠), the 

reference and feedback transfer functions are the numerator 𝐹(𝑠) and 𝐵(𝑠) 

respectively [10]. 

          sNsBsDsAsP   where: 
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 Based on the desired settling time 𝑡𝑠, a controller is tuned with the equivalent time 

constant 𝜏 parameter. 𝜏 specifies the time response speed. Another parameter to tune 

is the stability index γ𝑖, which is chosen to determine the stability and robustness when 

this parameter is varied. Both compute the target characteristic polynomial, Equation 

5. Equations 4 and 5 are compared and the controller is designed, Equation 6 [10]. 
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Puawade et.al., claims that the Modified Smith Predictor using CDM can be 

implemented to design a controller to have the narrowest bandwidth, minimum degree, 

and a close loop time response with a non-existent or very small overshoot, and 

accounts also for the robust stability of the control system.  

 

2.3 Review of A two degree of freedom (2DOF) Modified Smith Predictor (MSP) 

The MSP consists of the classical SP with the addition of two filters in the control 

loop, 𝐹1(𝑠) improves the reference signal and 𝐹2(𝑠) improves the disturbance 

rejection. The proposed MSP is meant for process that can be approximated by FOPDT 

models, the block diagram is shown below in Figure 5. 

 

Figure 5: Block diagram of the 2DOF Modified SP 

 

The process and disturbance closed-loop transfer function is written as follows: 
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The Filter 𝐹1(𝑠) is tuned for set-point tracking in which 𝑇0 is set equal to 𝑇 as to cancel 

the long time constant and achieve faster response,  𝑇0 = 𝑇. As shown in Equation 9, 

the gain of the plant is set to 1 as to allow proper set-point tracking. Hence, the 
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reference filter depends monotonically on 𝐾0, where 𝐾0 = 𝑇0/7. This value was 

derived as a basis of the desired set point. On the other hand, Filter 𝐹2(𝑠), needs to set 

𝜆 in Equation (8) and (10) close to zero for improved response and disturbance 

rejection which in turn is dependent on 𝐾1  . 𝐾1  =  𝑇0/14 is good value to start with, 

often chosen on how fast the disturbance rejection is required [9]. 
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The authors argue that the proposed Modified SP performs better as compared to the 

Filtered SP proposed by Normey-Rico (2009) [1]. The latter was considered the best 

solution for stable plants with long dead time among the latest modifications on the 

conventional SP. Moreover, authors claim to present a MSP that is robust for any 

amount of dead time [9]. 

 

2.4 Review of Neuro-fuzzy Smith Predictor Compensator  

The Classical Smith Predictor combines the approach of Backpropagation Neural 

Network Algorithm to design a Neuro-fuzzy Smith Predictor compensator that 

provides good robustness, reduces the sensitivity of the SP to process modelling errors 

and increases system performance [12, 13]. The modelling error between the actual 

plant and the plant model is fed to the fuzzy logic compensator. Each parameter namely 

𝐾, τ, and θ are compensated individually by three different Neuro-fuzzy compensators, 

for instance, if the time delay θ, process exceeds the θ̂ model, the compensator 

increases the time delay of the model [12]. Figure 6 shows the Neuro-Fuzzy 

Compensator combined with Smith Predictor:  
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Figure 6: Neuro-Fuzzy Smith Predictor Compensator 

 

Under simultaneous variations of the process parameters such as dead time, process 

gain and time constant this technique performs reliably and provides good robust 

stability. However, the downside is that when the training algorithm is online, the 

tuning approach is very complicated and it takes much time [12, 13]. 

 

2.5 Review of Filtered Smith Predictor(FSP) 

The concept of FSP is based on two filters. 𝐹(𝑧) is used to improve the reference signal 

of any undesirable overshoot at reference whereas  𝐹𝑟(𝑧) is used to increase  robustness 

or improve disturbance rejection response respectively [2].  

 

Figure 7: Discrete FSP control structure 

As shown in Figure 7 above of the FSP control structure, the ZOH discretizes the 

process model in the internal loop. The Sampling period is chosen based on a rule of 

thumb proposed by [14] which is highly dependent on dead-time estimation error and 
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its choice may affect performance and robust stability of a control system. Table 1 

below summarizes the relationship between sampling time and dead-time estimation 

error:  

Table 1: Sampling time choice guide [14] 

max  Maximum sampling time 

0-17% 
maxsT   

17-45% 2/T maxs   

45-82% 3/T maxs   

82%-100% 4/T maxs   

 

Equations (11) to (13) below show the discrete model, the controller and predictor 

filter: 
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The predictor filter  zF  is tuned to stabilize  zS  which consist of the linear and 

nonlinear parts of the model and at the same time to satisfy the robustness condition. 

A measure of robustness is evaluated when the transfer function satisfies [2, 15]: 
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The discrete FSP is easy to tune, can be used in a unified manner to control stable, 

integrating and unstable dead-time processes which takes into account both 

performance and robust stability. In addition, it has vast implementation of control 

systems applications in digital computer [2]. 
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CHAPTER 3 

METHODOLOGY 

 

3.1 Introduction 

To achieve the objectives of this project a temperature process control loop model is 

obtained from a heat exchanger pilot plant experiment. Firstly, a Classical Smith 

Predictor-PI based controller and a PI controller are developed using Matlab/Simulink 

to simulate the control of the closed loop temperature process.  An analysis on 

performance and robust stability is done.  

Subsequently, a study is done to improve the control performance of the temperature 

process by employing the Filtered Smith Predictor technique due to its practicability 

to develop a controller that is easy to tune and accounts for robust stability. Figure 8 

below shows the various steps taken to study this project. 

 

 

Figure 8: Methodology 
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3.2 Experimental Modelling 

Figure 9 below shows a Drum-Heat Exchanger Process Pilot Plant experiment used to 

model the parameters of a simple heat exchanger temperature control loop. The unit 

simulates real shell-tube heat exchanger processes similar to Industrial Plants [16]. 

 

Figure 9: Drum-Heat Exchanger Process Pilot Plant 

 

3.2.1 Description of the Process Pilot Plant 

The heating media tank (VE610) hot water heats cold water, product stream from the 

product tank (VE660) through a heat exchanger (HE-620). Then the cooler (CL-640) 

and the cooling tower (CT-650) cool the product stream and it returns to the product 

tank (VE660). Temperature control is important in industrial processes because it 

transfers heat energy from a stream of higher energy to a stream of lower energy and 

it dictates the product quality, hence the need of control and monitoring [16]. 

 

3.2.2 Temperature control experiment 

The experiment was carried out in 3 different runs which consisted in introducing a 

step change of 10% (40-50%) to the water temperature at an initial value of 42o C as 

to obtain three different process models with varying model parameters.  

The data was gathered from the Pilot Plant server. Statistical model identification with 

linear regression is used to minimize the sum of square errors as to get the best 
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estimation of the model parameters [8]. Then each model is evaluated with its 

corresponding data and a cross-validation is done to determine the best model for the 

temperature control loop.  

Finally, the model is used to develop PI, CSP and FSP controllers. Robust stability and 

performance of the controllers are analyzed based on performance measures for both 

fixed time delay and when the process time delay varies.  

 

3.3 Performance Measures 

The Integral Absolute Error (IAE), Integral Squared Error (ISE), and settling time 

measure the performance from the beginning of the process until it reaches the band 

of 2% of its steady-state value. It is considered as such because noise, measurement 

errors are usually in this range [17]. The other performance measures are the overshoot 

and rise time. The rise time is considered as the time the response takes to rise from 

10% to 90% of its steady-state value. Table 2 below shows ISE and IAE formulas for 

measure of performance in the closed loop temperature control process. 

 

Table 2: IAE and ISE Performance Measures 

Performance Indexes 

    
f

0

t

t

dt|tytsp|IAE , and      
f

0

t

t

2
dttytspISE   where: 
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3.4 Gantt Chart and Key Milestones 

A Gantt chart of activities is provided below in Figure 10 and 11. The project is divided 

into two stages, Final Year Project 1 and 2 to be completed into two semesters 

respectively. Both Figures show the project progress and the expected deliverables of 

the project i.e., Key Milestones. 

 

Figure 10: FYP1 Gantt Chart 

 

 

Figure 11: FYP2 Gantt Chart 
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CHAPTER 4 

RESULTS AND DISCUSSION 

 

4.1 Process Modelling 

Based on the Statistical Model Identification, 3 models have been obtained as follows,  
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The models are verified for each set of data used to estimate its parameters as shown 

in Figure 12. 

 

Figure 12: Model verification for each set of data
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The models in Figure 12 show how accurately they represent each process data from 

the temperature control loop experiment. Model 1 is chosen to represent the process 

data since it fits the data with a 93.86% accuracy as compare to the others. Next in 

Figure 13, Model 1 is validated with other set of data (from process data 2 and 3). The 

result shows that Model 1 fits as the model for the temperature control loop. Based on 

the transfer functions, a maximum dead-time error estimated is  = 22%. 

 

Figure 13: Cross validation of model 1 with data 2 and 3 
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which   8 , it offers good robustness and smooth response as in this case [14]. 
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The coefficient 0T  is chosen based on a measure of robustness, dP(jω). Table 4 and 

Figure 14 show when the Classical SP-PI controller is tuned for different values of 0T  

and dP(jω) intersects twice the value modelling error δP(jω), a good trade-off between 

performance vs robustness is achieved. Therefore, 0T = 0.374 is chosen to tune 

Classical SP. 

Table 4: Trade-off between robust and performance stability [14] 

Measure of Robustness versus performance 

P2)j(dP   , where: 

  |/Toj1|)j(dP maxn    and |e1|P nj 
  

 

Figure 14: Tuning 0T for Robustness and Performance stability trade-off 
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in reducing the undesired effects of process time delay in the closed loop temperature 

control process.  

 

Figure 15: Comparison between Classical SP and PI controller, 27.0 minutes 

 

Figure 16: Comparison between Classical SP and PI controller 33.0 minutes 
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Predictor outperforms the PI controller since lower error values between the output 

and reference signals are obtained. 

Table 5: IAE and ISE Performance indexes of SP-PI vs PI controller 

 27.0 (nominal delay) 33.0  

Controller IAE ISE IAE ISE 

SP-PI 1.0692 1.2500 1.0714 1.3818 

PI 1.1180 1.2440 1.2801 1.4331 

 

The Classical SP-PI control performance of variations of the temperature control 

process models P1, P2, P3 obtained in Section 4.1 are shown in Figure 17. The process 

models represent how the actual process P varies in the set of family of transfer 

functions centered around   nP1PP  [14]. P3 has a faster rise time and settling 

time as compared to P1 and P2. However, IAE and ISE performance indexes shown in 

Table 6 similar error values between the models.  

 

Figure 17: CSP performance on variation of process models P1, P2, P3 

 

Table 6: SP-PI performance as actual process varies between P1, P2, P3. 
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IAE 1.0724 1.0165 1.0725 
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0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

42.4

42.6

42.8

43

43.2

43.4

43.6

43.8

44

44.2

44.4

T
e
m

p
e
ra

tu
re

 (
C

)

time (minutes)

Smith Predictor effect on process modelling errors

 

 

P
1
(j)

P
2
(j)

P
3
(j)

set-point



 

19 

 

 Analysis on the effect Classical SP control performance when the process time delay 

varies is discussed to study the limits of this controller in reducing the effects of dead 

time. The process delay variation is considered for 3 cases namely the lower bound 

value 21.0 minutes, the nominal delay 27.0n  minutes and the upper bound 

value 33.0  minutes. This assumption is based on the nominal delay 
n and the 

dead time estimation error   i.e.,    1n
. 

Figure 18 shows that as the process time delay increases, rise time and settling time 

reduce and overshoot increases. Table 7 further shows IAE and ISE values increase as 

process delay increases. Nonetheless, the Classical Smith Predictor shows robust 

control with the variation of process time delay.  

 

Figure 18: CSP closed loop response effect on dead time estimation errors 

 

Table 7: Smith Predictor Performance as process time delay varies 

Performance Index Θ = 0.21 Θ = 0.27 Θ = 0. 33 

IAE 1.0722 1.0724 1.0747 
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The control performance of this technique can be further improved with the use of a 

filter for the output signal to be fed back to the system thus reducing the effects of dead 

time even more. Therefore, an analysis on Filtered Smith Predictor to improve the 

performance of the Classical SP and account for robust stability when process delay 

varies will be discussed in the next section. 

 

4.3 Filtered Smith Predictor (FSP) 

The Filtered Smith Predictor as reviewed in Section 2.5 uses two filters that can be 

used to further improve the performance of the temperature control.  In this study, the 

reference filter is kept at unity as for most stable plants [14] as no considerable amount 

of undesirable overshoot is observed. The predictor filter ensures that the error fed 

back to the controller provides the system with robust control. 

The discrete model, the controller and the predictor filter of the FSP are shown below, 

  2

n z
9605.0z

0072.0
zP 


   

1z

9605.0z

0072.0

1
zC











 



   

 









z

z1
zF  

Based on the Sampling time choice guide in Table 1, Section 2.5, the sampling time 

for the temperature control loop is chosen as 1.0Ts  minutes. Tuning of the FSP is 

done for  and   to adjust the controller gain and to satisfy the robustness condition 

respectively. This subsequently provide tight control for the process.  

 

Figure 19: Filtered Smith Predictor tuning using  and  parameters.  
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In Figure 19 above, as the controller tuning parameter  increases, performance 

indicator such as overshoot decrease and rise time and settling time reduce. Meanwhile 

as   increases, overshoot decreases but rise time and settling time remain unchanged. 

The robust stable region is determined for the case when the magnitude of the small 

gain theorem is less than unity at all frequencies whereas the non-robust region when 

its magnitude is more than unity for one or more frequencies. As  and  increase from 

(0.1, 0.1) to (0.3, 0.4) the size of frequencies crossing the unity magnitude tend to 

shrink before it becomes robust stable. 

Based on robust tuning in Figure 19 above tuning parameters  =0.7 and  =0.1 are 

chosen from the robust stable region to study the FSP as to improve the performance 

of the CSP. Figure 20 below shows the comparison of the Filtered Smith Predictor to 

the Classical Smith Predictor. Performance indicators shown in Table 8 below present 

evidence that the FSP outperforms the SP-PI based controller and improves the 

performance of the closed loop temperature control process. 

 

Figure 20: Performance comparison between FSP, SP and PI at 27.0 minutes 

Table 8: Performance measures between Filtered and Classical Smith Predictor 
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The   performance results in Table 8 above indicate that the added predictor filter on 

the Smith Predictor attenuates possible oscillations in the plant output where 

uncertainty errors occur [14].  Therefore, the control structure can compensate dead-

time and improve the control performance of the temperature control loop. 

It is also important noting the effect the controller tuning parameter  plays on the 

performance of the closed loop system. The smaller the value, a poor control loop 

performance is achieved and a bigger value, for instance like 9.0 a rather sluggish 

performance is attained. A good value would be in the range of 50-80 %. Figure 21 

above shows a case where   is varied and   is kept constant. 

 

Figure 21 Effect of  on the performance of the temperature control loop 

 

4.3.1 Performance analysis on varying process delay 
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The nominal delay is 27.0n  minutes and the dead time estimation error %22 . 

Therefore, the estimated range considers the upper and lower bound interval resulting 

in a range [0.21, 0.33] minutes.  

To appreciate this control structure, two (2) FSP control structures will be compared 

and analyzed using the previous robust FSP tuning parameters (  = 0.7 and  = 0.1)and 

with non-robust FSP tuning parameters (  = 0.1 and  = 0.1). The analysis will be 

based on IAE and overshoot performance indicators 

Table 9 below shows the effect of varying the process time delay on the performance 

of the temperature control loop process. Small increments in steps of 0.02 minutes 

were chosen in the estimated range from 0.21 to 0.33 minutes (shown shaded in Table 

9) to study the response of the system. The interval is further extended to 0.13 minutes 

past the lower limit value to observe where the non-robust FSP goes into instability. 

The ISE and overshoot increase as the delay is incremented in the given range for both 

cases. The ISE is lower in most instants for the non-robust FSP case than the robust 

due to the smaller   value chosen. Nonetheless the non-robust FSP control loop 

exhibits poor performance characterized by oscillations which is undesirable. 

Meanwhile, the robust FSP shows robust control with good performance indicator. 

 

Table 9: Varying delay performance comparison for robust and non -robust regions 

Time 

(minutes) 

Robust FSP Non-robust FSP 

System ISE OV (%) System ISE OV (%) 

0.13 stable 0.8592 0.00025 unstable 2.0336 -- 

.... stable .... .... oscillatory .... .... 

0.21 stable 1.0127 0.00063 oscillatory 0.6842 0.0059 

0.23 stable 1.0559 0.00076 oscillatory 0.7391 0.1728 

0.25 stable 1.1029 0.0017 oscillatory 0.8012 0.6203 

0.27 stable 1.1513 0.0285 oscillatory 0.8748 1.0712 

0.29 stable 1.2027 0.0898 oscillatory 0.9717 1.5172 

0.31 stable 1.2548 0.1721 unstable 1.4907  1.0960 

0.33 stable 1.3115 0.2764 unstable 338.0309 -- 

 

To illustrate the analysis done in Table 9, Figure 22 and 23 show the effect of varying 

the process time delay at nominal delay 27.0 minutes and when the process 

changes to 32.0 minutes respectively. The effects are summarized in the Table 9. 



 

24 

 

 

Figure 22: Robust vs non-robust FSP at nominal delay 27.0 minutes 

 

 

Figure 23: Robust vs non-robust FSP at process delay 32.0 minutes
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CHAPTER 5 

CONCLUSION AND RECOMENDATIONS 

 

This project studies the limitations of the Smith Predictor structure to control a closed 

loop temperature process when process time delay varies. To model the process, a 

simple heat exchanger temperature control experiment was conducted on a process 

pilot plant. Three runs were carried out and the model was identified using Statistical 

Modelling with linear regression. Model verification and validation was done and 

process model P1 was chosen because it fits above 80% of all data. 

The model is used to develop a PI and Classical Smith Predictor-PI based controllers 

to prove the effectiveness of the Classical SP-PI over the PI controller and study the 

limits of the Classical SP when process time delay varies. Results show that the 

Classical SP provides robust control and presents good performance indicators (ISE 

and IAE) in the estimated interval from 0.21 minutes to 0.33 minutes.   

Further improvement on the performance of the closed loop temperature process is 

achieved with the use of a predictor filter to attenuate possible oscillations at the output 

signal where uncertainty error occurs. Hence, a Filtered Smith Predictor-PI controller 

is developed to improve the performance of the temperature control loop. Tuning is 

done for the controller parameter λ, and predictor filter parameter β, and a robust and 

a non-robust stability regions are obtained.  

Tuning parameters λ = 0.7 and β = 0.1 for a robust FSP are chosen based on their 

expected improved characteristics such as fast rise time, settling time and minimal 

overshoot. Thus, improved performance of the temperature process is achieved with 

the FSP.  Analysis on the process time delay variation in the estimated bounded 

interval from 0.21 minutes to 0.33 minutes, shows that the robust FSP withstands the 

variation of time delay and good performance indicators such as lower ISE and 

minimal overshoot are attained. Meanwhile a non-robust FSP with λ = 0.1 and β = 0.1 

as the process delay increases, ISE values and overshoot increase until the process goes 

into instability.  
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Future work for the improvement of this study can be done to investigate the ability of 

the Filtered Smith Predictor to control disturbance rejection speed subjected to the 

temperature process.   The often types of disturbances for the temperature process are 

the temperature variation of the input fluid and the flow variation of input fluid, the   

latter being more prominent in practice [18]. In the FSP control structure, robust 

stability or disturbance rejection can be improved by selecting the appropriate 

predictor filter parameter value β from the interval 0 < β < 1.
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APPENDICES  

 

 

Figure 24: Original data of PV for Run 1 as collected in experiment 

 

 

Figure 25: Determining model parameters a and b [8]. 

 

 

Figure 26: Statistical Model Identification for Run 1 with dead time, Г = 8. Run 2 

and 3 follow similar procedure 
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Figure 27: Dead time Г estimation for Statistical modelling (left) and plant 

parameters calculation (right) for Run 1. 

  

 



 

31 

 

 

Figure 28: Model Verification 

 

 

Figure 29: Matlab code for Classical Smith Predictor T0 tuning  
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Figure 30: Matlab/Simulink model for temperature closed-loop control process based 

on Smith Predictor.  
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Figure 31: Matlab code for Classical SP-PI vs PI control structures 

 

 

Figure 32: Process time delay variation with CSP 
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Figure 33: Matlab code for FSP tuning 

 

 

Figure 34: Simulink model for closed-loop temperature control process based on 

FSP. 
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Figure 35: Matlab code for FSP vs CSP and PI 
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Figure 36: Process time delay variation with FSP 
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Figure 37: Matlab code for process time delay variation with FSP 


