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ABSTRACT 

In this era, new technology were used to ease user. Outdoor guidance uses 

Global Positioning System (GPS) to pin point one’s location and also and navigate him 

through the map which downloaded from the Internet. Even so, outdoor guidance is not 

effectively to apply to indoor guidance.  The prime objective of this project is to develop 

localized indoor guidance system which run in Augmented Reality (AR) mode. AR will 

provide necessary information by overlaying them on the actual environment captured 

by camera mounted on a smart glasses and able user to guide through a specific place. 

Microcontroller Raspberry Pi is used to process the whole system.  Instead just showing 

user the directions, this project also focuses on embedded information on the markers 

that generate AR images. This additional information can be obtained by user while 

going through the navigation.  This project also uses object detection to create indicators 

that can lead the user to the markers. Using the object detection also, air-gesture system 

will be created to replace the existing mouse and keyboard. This will increase the 

mobility. Project had been tested at Universiti Teknologi PETRONAS’s Chancellor 

Complex and showed the high mobility and functionality work as localized indoor 

guidance. 
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1 CHAPTER 1: INTRODUCTION 

1.1 Background  

The title of project is Indoor Localization and Guidance using Augmented 

Reality Toolbox. Indoor localization is locating or real time tracking of physical body 

inside a closed environment. Guidance here refers to navigation and methods. The 

project aims to create an Augmented Reality (AR) based guiding system and able to 

guide user indoor by tracking special markers. In addition, this project uses image 

processing to identify marker indicator and shows their location. The marker will consist 

of Quick Response (QR) code which contain embedded information. The markers 

however will prompt AR image with additional information to guide user to find his 

destination. Besides that, this project also implement on air selection menu which 

replaces with conventional use of mouse.  
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1.2 Problem Statement 

Current navigation tools such as Global Positioning System (GPS) unable to 

pinpoint indoor destination accurately due to satellite signals being interrupted by walls 

and structures. For indoor, wireless technology such as Global System for Mobile 

(GSM), Bluetooth, infrared, Wireless Local Area Network (WLAN) and Radio 

Frequency Identification (RFID) can be used. Even so, the comparison by [1] indicates 

that these technologies are not suitable to be used in indoor guidance due to either their 

accuracy, signal error rate or range. 

 Wireless technology has limitation on signal and area of coverage, therefore 

indoor guidance still relies on non-interactive and conventional guidance such as map 

and signboard. 

 

1.3 Objectives 

The objective of this project are: 

1. To develop interactive localized indoor guidance system using raspberry pi 

2. To develop AR in localized indoor guidance system 

3. To develop long range marker indicator finder. 

4. To develop on air menu selection. 

5. To develop embedded information in markers using QR code. 
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1.4 Scope of study 

Project Location 

This project conducted in indoor condition. The target location is at Universiti 

Teknologi PETRONAS (UTP) Chancellor Complex. The area is divided into 3 sections 

such as in FIGURE 14 and each sections are corresponds to actual point of interests 

which are the UTP Information Resource Centre (UTP IRC), UTP Chancellor Complex 

and UTP Chancellor Hall. These sections are named ―Library‖, ―Home‖ and ―CH‖ 

respectively. 

Image Capture 

This project uses a web camera mounted on a smart glasses. The web camera is 5 

megapixel. For earlier stage, the image captured was sent to a laptop for image 

processing using Visual Studio 2013 software running with OpenCV version 2.4.13. 

Later on, the image will be processed by microcontroller Raspberry Pi instead of using 

laptop. 

Software Development Kit (SDK) 

This project uses open source SDK. Visual Studio 2013 is used as integrated 

development environment (IDE). OpenCV SDK is used for image capturing and 

processing. AR rendering uses ARToolkit SDK and ZBAR SDK is used for QR code 

reader. 
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2 CHAPTER 2: LITERATURE REVIEW 

2.1 Augmented Reality (AR) 

Based on [2], AR is the user’s real time environment which integrates with 

digital information. Compared to Virtual Reality (VR), VR creates an artificial 

environment whereas AR overlays information on top of existing surrounding. This 

project will use ARToolKIt to create AR. ARToolKIT is applicable on stereos and 

optical see-through support. It is integrated with hardware such as smart glasses and new 

devices.  

 

Basic principal of this software is that it works by identifying specific squares 

shape as tracking markers. When starting, image snapshot is captured by camera will be 

processed by Visual Studio. The software will then scan and locate the stacking marker 

squares. When the square is found, the distance between the square and the camera is 

calculated. Comparing pattern with in memory templates, a 3D virtual object is 

positioned aligned with the marker [2]. The image is rendered and streamed to the user 

screen together with additional information. 

 

2.2 Marker Detection 

AR applications will detect marker and compare it with stored marker data. After 

comparison, it will generate AR image based on the marker. Referring guide from [3], 

[4] , there are 6 steps to detect marker using C++ algorithm. This method uses the 

convolution of derivative of Gaussian to create an estimation component of the gradient 

intensity on each scan line.  Therefore, the black/white edges in the image is detected. 

Edges can be found when local maxima which located along the scan lines is higher 

value than a certain threshold. 
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Gaussian derivative kernel used [3]:  

 

Equation 1 Gaussian derivative kernel: 

[ -3 -5 0 5 3] * A 

 

Next, Sobel operation is used to identify the orientation of the edge. The Sobel 

operator [4]  :  

Equation 2 Sobel operation: 

 

 

Furthermore, the edge found earlier are combined together into line by using 

Random Sample Consensus (RANSAC)-grouper [3], [4]. Orientation of the edges able 

to give the line segments orientations. Next, the lines is extended along the edges to 

detect the corner of the marker. Remove the lines without corner and chain the filtered 

lines. Chain them together which consist of four lines and with four corners. The chain 

will have black region inside and probably contain marker. From this, AR tool is used to 

detect marker and create AR images. 
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2.3 Object Detection on Marker Indicators. 

Finding marker’s location will be very easy with some indicators. In this project, 

an object detection method will be used to identify the indicators. This indicator will 

indicate that marker is very closely, which help user to spot the marker easier without 

wondering around. For industrial use, detecting object location in digital image has 

become very important use to save time and ease user [5].  

This object detection uses colour processing. Image are captured by camera and 

sent to the OpenCV and perform object recognition processing which undergoes Red 

Green Blue (RGB) adjustment, elimination of unwanted colour, gray scaling and circular 

Hough Transform [5]. Image shows the result of [5] object detection.  

        

FIGURE 1 Object detection 

Rosebrock [6] shown that using cv2.findContours in OpenCV to find the outline 

of the object in binary mask. Referring to his guide in OpenCV program, object 

detection and its movement can be traced for user to see. 
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2.4 QR Coded Markers 

Compared to conventional marker, this project uses QR coded markers. QR code 

was developed by Denso Wave and approved as an ISO international standard 

(ISO/IEC18004) [7]. Nowadays, QR code is widely used in advertising by displaying 

the code and using QR code reader software, user can scan the code and convert it to 

useful form such as Uniform Resource Locator (URL) for a website [8]. 

 

FIGURE 2 QR code sample 

 

QR code consist of 3 timing patterns (big black squares) in the corners except 1 

side at bottom right. By this, the QR code in proper orientation is as shown in FIGURE 

2. The version of the code is determined by total sum of modules across the QR code is 

subtract by 17 and divided by 4 [9]. 

Equation 3 QR code version: 

                               

After that, the code’s format is determined by 15 bit long: 5 bit for format 

information and 10 bit for error correction. The first 5 bits of the format hold the error 

correction level of 2 bits and data mask of 3 bits. The 5 bit XOR with 10101 and the last 

3 bits is the mask number. To retrieve data, the computer unmasks the original data 

bytes. 
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FIGURE 3 QR Code Masks 

 

 The header contain encoding type and length of data byte is store. The encoding 

type is stored bottom right of 4 bits, starting from bottom right and continues in zig-zag 

motion from left to right [9]. 

 For each encoding type, the number of bits as follows: 

TABLE 1 Encoding type 

Encoding Type Number of bits 

Numeric 10 

Alphanumeric 9 

8-bit Byte 8 
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Then the bit length of the message is decoded then followed by characters in zig-

zag motion as shown in FIGURE 4. 

 

FIGURE 4 QR code decoding 

 

2.5 Critical Analysis 

Fadzly [1] uses AR to navigate user indoor. He uses ARToolKit as it is 

compatible with Raspberry Pi operating system, Linux. This project almost similar to the 

project, however this project focuses more on creating indicators for markers location, 

QR coded marker, and on air menu selection. 
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3 CHAPTER 3: METHODOLOGY 

3.1 Project Flowchart  

 

FIGURE 5 Methodology - Project Flowchart 

 

3.2 Experimental Setup 

 To test object detection for indicator finder, OpenCV is used. Image captured 

by camera is then processed. RGB is filtered. The image is adjusted the HSV 

to filter out the target colour. The filtered image then undergo morphological 

operation. The image either dilate or erode. After that, find the contor. 

 To test AR, ARToolKit SDK is used along with OpenCV. From detected 

marker, the QR code pattern is read and compared with database pattern. 

Then, AR image is displayed on the marker corresponding to the marker. 

 ZBAR SDK is used for QR code reader. From Scanned QR code, it then 

decoded into string of characters. 

 Visual Studio 2013 is used instead latest version due to capability issues. 

 

1 
•Installation of Window Visual Studio, OpenCV, ARToolKit. 

•Installation of raspbian operating system 

2 
•Study object tracking, marker recognition.  

•Study AR developmen on marker. 

3 

•Project development 

•1) Recognise indicator 

•2) Recognise pattern of marker and construct AR image with informations 

•3) Air gesture mouse 
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3.3 Activities Planned 

TABLE 2 Activity Planned 

NO Activities WEEK 

1 

Project Topic 

Selection, Cross 

Referencing 

1 

2 

Identifying and 

obtaining the suitable 

components and 

software 

2-3 

3 
Perform Image filter 

for Marker Detectopm 
4-9 

4 QR code scanner 10-16 

 5 

Coding for AR 

Indoor Localization and 

Guidance 

16-21 

6 

Develop On Air 

Selection Menu using 

image processing. 

21-22 

7 
Test run on 

Raspberry Pi. 
22-23 

8 

Full test run + 

finalized 

documentation. 

24 
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3.4 Gantt Chart 

# Activity 
Week 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 
Progress 
report                               

2 
Pre-SEDEX 
poster 
presentation                               

3 Draft report                               

4 Final Report                               

5 
Technical 
Paper                               

6 FYP2 VIVA                               

FIGURE 6 Grantt Chart 

3.5 Project Key Milestones 

No. Activity Complete in 

1 Progress report submit Week 8 

2 Pre-SEDEX poster presentation Week 10 

3 Draft report submit Week 13 

4 Final Report submit Week 14 

5 Technical Paper submit Week 14 

6 FYP2 VIVA Week 15 

FIGURE 7 Project Key Milestones 
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3.6 Identifying and obtaining the suitable components and software 

3.6.1 Component 

TABLE 3 Comparison between Arduino and Raspberry Pi microcontroller 

 

Features 

 

54 Digital pin Input/output (i/o) 

Pin 

26 General Purpose Input 

Output(GPIO) 

x HDMI port  

x RCA video output  

x USB port  

 

Based on comparison TABLE 3, Arduino microcontroller lacks of features 

compared to Raspberry Pi for this project. Raspberry Pi is more flexible to use since this 

project will require to use USB webcam and require video output ports for video output. 
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TABLE 4 Comparison of Raspberry Pi Model 

 

 

 

Raspberry Pi 1 Model A+ Model Raspberry Pi 1 Model B 

700MHz Broadcom BCM2835 Processor 700MHz Broadcom BCM2835 

512MB RAM 512MB 

1 USB 2.0 port 2 

40 GPIO 26 

 HDMI  

Non-split RCA video output Split audio and video 

 

Based on the comparison TABLE 4, both model are usable for this project. 

Model B has less input/output pin compared to model A. For this project, Model B is 

easier to use because of the split of RCA for audio and video which can separately 

connected to headphone and screen. 

3.6.2 Software 

This project uses Visual Studio 2013 and OpenCv version 2.4.13 library.  In 

Microsoft environment, Visual Studio (VS) is the software to be used for image 

processing. In VS, the programming environments, building and debugging is handled 

well. In addition, ARToolkit and ZBAR SDK is used for AR rendering and QR coder 

reader respectively. 
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4 CHAPTER 4: OVERALL SYSTEM 

 

F

IGU

RE 8 

sho

ws 

the 

over

all 

flow 

of 

syste

m. 

Firstl

y user need to locate marker, which can be done more easily with the help of marker 

indicator. Then, using on air selection menu, user choose his destination. After that, user 

need to scan the QR coded markers. The system will filter the captured image and read 

the marker definitions and compared it with database. Then, an image showing direction 

is rendered on the marker. In addition, some information can be prompted on the screen 

such as history of the location. 

 

 

 

 

 

4.1 Overall Completed System 

Detect marker indicator from a 

distance 

On air selection menu 

Scan QR codes marker Compare with dataset 

Create AR image on marker 

Display additional information 

FIGURE 8 Overall System Flowchart 
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This section discuss about this project final progress. The project covers 

following objectives: 

1. To develop AR in localized indoor guidance system 

2. To develop long range marker indicator finder. 

3. To develop on air menu selection. 

4. To develop embedded information in markers using QR code. 

5. To develop interactive localized indoor guidance system using raspberry pi 

The project completed all above 4 objectives, however, for objective number 5, it 

is not complete. The localized indoor guidance system developed is not yet user friendly 

and it is not integrate with raspberry pi. The current progress of the interactive localized 

indoor guidance system only developed in Visual Studio using actual markers and 

colour indicators. Some adjustment needed in the coding so the system more user 

friendly. In Chapter 5 we will discuss further regarding result of the project developed. 

 

 

 

 

 

 

 

 

 

 

 

4.2 Issues faced 
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In the period of project development, some issues were found and solved. 

Following are the issues that are encountered: 

Issues Action 

Marker indicator detects multiple colours 

 

Reduce the range of HSV value so filter 

other colour completely 

Markers, and colour indicators should not 

be reflective. 

Printed markers and colour indicators 

should not laminated to avoid reflective 

properties. 

Error in program window’s name 

 

Add― 

_ITERATOR_DEBUG_LEVEL=0‖ in 

Visual Studio Pre-processor under C/C++ 

property to solve problem in creating task 

bar window and solve the missing 

window name. 

 

 Too sensitive on air menu selection 

 

Uses 2 colour indicator (red and blue) as 

menu selector to avoid reading 

surrounding colour. 

Un-accurate marker reading  

 

Recalibrate the camera and generate new 

camera_para.dat file new camera 

calibration values. 
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5 CHAPTER 5:  RESULT AND DISCUSSION. 

5.1 Perform Image filter for Marker Indicator 

A marker indicator is introduced because the camera is not high resolution thus 

the captured image was pixilate and hard to detect marker from long distance. Having a 

powerful camera can remove the dependency of this subsystem. 

 The marker indicator will indicate a marker nearby to it. This will ease user to 

find the marker. 

This subsystem, object detection of colour and shape is used to detect indicators 

which indicate the position of the markers. The indicator is made of specific shape and 

colour. This is to distinguish its property from surrounding and make identification 

easier. 

Based on study [10], the least popular colour is brown. Therefore for this project 

we use brownish colour with HSV value in TABLE 5 to distinguish itself from 

surrounding. In addition to make it more distinguish, the shape of the indicator also 

determined which is circle. The indicator for this prototype is circle and HSV value of 

TABLE 4. In future for improvement, more unique detail such as colour in pattern, 

number of edges can be used so the indicator more accurate without affected by certain 

condition.  

 

5.1.1 Setup Process: 

The setup process as follows:  

1. Setup the window environment, 

2. Create a new project in VS 

3. Include the file dependencies for this project. 

4. Add this line ― _ITERATOR_DEBUG_LEVEL=0‖ in Pre-processor 

under C/C++ property to solve problem in creating task bar window and 

solve the missing window name. 
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5. Create the program, build and test run. Please refer the code in the 

appendix section. 

5.1.2 Flow-chart of Image filter for Marker Indicator 
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FIGURE 9 Flowchart of Marker Indicator 
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Program flow: 

1. Include library, declare variable and create trackbar. 

2. Image captured from webcam 

3. Image feed changed from RGB to HSV using cvCvtColor 

4. Use inrange function to identify if array elements lie between the 

elements of two other arrays. This function filter all other HSV 

value and left with desired value. 

5. Use cvsmooth function to make the processed image smooth and 

easier for next process. 

6. Use p_seqCircles function to detect circle structure 

7. cvGetSeqElem function read positions of the structure 

8. Show the images and the position of the structure. 

 

5.1.3 Result of Image filter for Marker Indicator 

The image feed is converted from Red Green Blue (RGB) to Hue Saturation 

Value (HSV). Track bar is adjusted to desired value. The inrange function will use this 

values to filter out other value and left with the desired value. 

From the value left, which here is brown in colour, the circle structure is 

identified from the filtered colour and a centre is drawn. The centre location and its 

radius is print. The effective range for this radius of 4.24cm object surface is 4m far 

using 5MP web cam under of range of 200-2016 lux of light luminance. 

TABLE 5 HSV of marker indicator 

Variable Value 

 Min Max 

Hue 11 19 

Saturation 139 181 

Value 128 153 
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FIGURE 10 Marker Indicator 

FIGURE 10 shows the marker indicator that informs user the marker is nearby. 

By having tight HSV range of values, the marker is distinct from surrounding. 
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FIGURE 11 Processed image of marker indicator 

 

 

FIGURE 12 Position of the marker indicator 
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FIGURE 12 shows the position of the marker indicator in x and y axis and the 

radius.  Value x and y determines the center coordinate of the circle. This value is used 

to draw the red circle around it corresponds to the value of radius. A string ―Marker 

Nearby Here‖ will be prompted centering to the x and y. 

 

5.2 On air selection menu 

Instead using mouse and keyboard to do menu selection, this project implements 

on air selection menu. Using same method in Marker Indicator, the coordinate of the 

centre of the red and blue circle as in FIGURE 13 is used as condition for the menu 

selection. 

 

FIGURE 13 On air menu selection 
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5.2.1  Result of on air selection menu 

TABLE 6 Range x,y  for menu selection 

Destination x Range min y Range min x Range max y Range max 

Library 0 60 200 90 

Home 250 60 400 90 

CH 450 60 800 90 

 

For example, destination ―Library‖ will be set if the coordinate for both red and 

blue circle fall between 0<x<60 and 200<y<90. 

 

5.3 QR code scanner. 

For this project, QR codes as markers for AR display are used. This project 

require ZBAR SDK to identify QR codes and decode into strings of characters. After 

that we will compare the string of characters with our database and print information. 

For this project, we will use 3 QR code marker as prototype. The QR codes are 

generated using online QR code generator from http://www.qr-code-generator.com/. 

  

5.3.1 Setup Process 

1. Install ZBAR from : 

http://sourceforge.net/projects/zbar/files/zbar/0.10/zbar-0.10-

setup.exe/download 

2. In visual studio project, open system properties. Import headers (.h files) and 

libraries (.lib) at ―Additional Dependencies‖ under VC++ directories tab. 

3. Copy libzbar-0.dll into the project directory folder. 

4. Run test program. 

5. Modify coding to compare string read from QR code and database to print 

information from database. 

http://www.qr-code-generator.com/
http://sourceforge.net/projects/zbar/files/zbar/0.10/zbar-0.10-setup.exe/download
http://sourceforge.net/projects/zbar/files/zbar/0.10/zbar-0.10-setup.exe/download
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5.3.2 Flow-chart of QR code scanner. 

 

FIGURE 14 Flow chart of QR code scanner 
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5.3.3 Result of QR code scanner. 

 

FIGURE 15 QR code scanning 

 

FIGURE 15 show the captured frame. In this frame, the QR code is detected. The 

area inside the blue square is processed using Zbar library to decode the QR code. 
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FIGURE 16 Console output for QR scanner program 

FIGURE 16 shows the result of decoded QR code. In this, a string is printed as 

the output. The string will be compared with available data. If matched, a sequence of 

information will be printed such as the name of marker, current location, points of 

interest at that location and etc. 
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QR code markers generated as follows:  

TABLE 7 QR codes database 

Link QR Code Marker Name 

https://www.utp.edu.my/SitePag

es/Home.aspx 

 

qr_code_utp_home 

http://ulibrary.utp.edu.my/ 

 

qr_code_library 

https://www.utp.edu.my/Student

s/SitePages/Home.aspx 

 

qr_code_student(ch

) 
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FIGURE 17 QR marker ―qr_code utp home‖ 

 

 FIGURE 17 is the photoshoped image of earlier QR code for ―qr_code utp 

home‖. The condition for the marker must be bordered by 2-3 cm black border for easier 

recognition of the marker. The size of the marker is 6cmx6cm. The marker then 

processed into .pat file using ARToolkit marker generator [11].  
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5.4 Coding for AR Indoor Localization and Guidance  

Using ARToolkit, AR library is used to generate images over QR code markers. 

This section discuss the steps for AR image rendering on markers. The AR image 

rendered on markers show the direction for user to follow to reach destination.  

 

 

 

 

5.4.1 Setup Process 

1) Download from https://artoolkit.org/ and Install ARToolkit. 

2) Setup environment variables 

3) Include AR .lib files and .bin files to property sheet. 

4) Develop code 

5) Build and test run. 

 

 

 

 

 

 

 

 

https://artoolkit.org/
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5.4.2 Flow-chart of AR Indoor Localization and Guidance. 

 

FIGURE 18 Flow chart of AR Indoor Localization and Guidance 
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5.4.3 Result of AR Indoor Localization and Guidance. 

For this project, 3 markers were each used for 3 locations respectively. The 

locations are named Library, Home and CH. TABLE 8 and FIGURE 19 show 

arrangements. 

TABLE 8 Location and marker name 

Location Marker placed 

Library 

 
qr_code_library 

  

Home 

 

qr_code utp_home 

 

CH 

 
qr_code_student(ch) 

 

 

 

FIGURE 19 Location of markers 

 

 

Library Home CH 



34 

 

 

TABLE 9 Route 

 

  

Current Position 

Destination Library Home CH 

Library Arrive Left Left 

Home Right Arrive Left 

CH Right Right Arrive 

 

TABLE 9 shows that direction is shown differently for each selection of 

destination. For example, if user wants to go to CH, he will prompted by image show 

that he need to go to ―Right‖ at Library and Home position. FIGURE 16 is the image 

prompted for current situation at location Library. 

 

 

FIGURE 20 Marker ―qr_code_library‖ showing direction to the right 
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6 CONCLUSION AND RECOMMENDATION  

To sum up, Indoor Localization and Guidance using Augmented Reality Toolbox will 

create a new concept of indoor navigation to replace the existing conventional method. 

A marker indicator is used to ease user to find marker’s location. Air selection menu 

removes the need for mouse and keyboard and QR coded markers now hold more 

information rather than conventional markers. In future, this technology can improved 

by adding more functional subsystem such as implementing communication service 

inside the system and audio navigation. 
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QR Code 

 

Example of AR 

 

 

 

 

Object Detection Code: 
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QR scanner program code snip: 

― 

 
 
 
  traces = Scalar(0,0,0); 
  qr_raw = Mat::zeros(100, 100, CV_8UC3 ); 
     qr = Mat::zeros(100, 100, CV_8UC3 ); 
  qr_gray = Mat::zeros(100, 100, CV_8UC1); 
     qr_thres = Mat::zeros(100, 100, CV_8UC1);   
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     else if  (mark == 1) B = i;  // i.e., A 
is already found, assign current contour to B 
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    src.push_back(L[0]); 
    src.push_back(M[1]); 
    src.push_back(N); 
    src.push_back(O[3]); 



47 

 

  
  
 

  circle( traces, L[1], 2,  Scalar(0,255,0), -1, 8, 0 ); 
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 } // End of 'while' loop 
 
 return 0; 
} 
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AR Rendering program code snip: 
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