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ABSTRACT 

Roller element bearing fault diagnosis is crucial for industry to maintain machine in 

good condition so that there is no delay of work due to machine breaks down. This 

project implements the bearing fault diagnosis that classifies the bearing data into four 

classes which are healthy bearing, inner race defect bearing, outer race defect bearing, 

and roller element defect bearing. Most of existing bearing fault diagnosis are done 

using Back Propagation (BP) algorithm which take a long time to train the neural 

network resulting in inefficiency of training the Single Hidden Layer Feedforward 

Neural Network (SLFN). Therefore, this project introduces three learning algorithms 

which are Extreme Learning Machine (ELM), Finite Impulse Response Extreme 

Learning Machine (FIR-ELM) and Discrete Fourier Transform Extreme Learning 

Machine (DFT-ELM) to improve the bearing fault diagnosis accuracy and shorten the 

time used to train and test the neural network. These learning algorithms perform 

significantly better than Back Propagation (BP) and take shorter time to train neural 

network compared to BP due to different computation method is used. In this project, 

there are four learning algorithms used to train the SLFN such as BP, ELM, FIR-ELM, 

and DFT-ELM. The performance comparison of each learning algorithm is evaluated 

in term of accuracy, error rate, sensitivity, and precision. The result shows DFT-ELM 

has the smallest training error rate and testing error rate as compared to FIR-ELM, 

ELM and BP while BP has the highest training and testing error rate. DFT-ELM, FIR-

ELM, and ELM required lesser time to train the neural network while it also able to 

achieve higher accuracy than BP. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Bearing failure is one of the common reasons why machine breaks down. The 

function of bearing is to provide support and lubrication to the shaft so that the shaft 

can rotate in a smooth manner. However, if there is any failure in the bearing, it might 

affect the rotating shaft. Therefore, bearing diagnosis research is very crucial in 

industry. The conventional preventive and corrective method have been replaced by 

the diagnosis method such as deep learning, support vector machine, recurrent neural 

network, SLFN and so on. Artificial neural network (ANN) able to detect the fault 

before the machine break down and anticipation of problem in time, so that there is no 

delay of work due to machine broke down. A fault diagnosis is considered as pattern 

recognition problem. A suitable features attraction and classifier method play a big 

role in obtaining higher diagnosis accuracy. Thus, investment on bearing fault 

diagnosis with the aim to diagnose bearing fault has been carried out. 

The bearing used in this project is a roller element bearing as shown in Figure 

4. Roller element bearing can be divided into four different parts which are outer race, 

inner race, roller element, and cage. There are few categories of bearing faults are 

considered in this bearing data set, such as outer race defects as shown in Figure 3, 

inner race defects as shown in Figure 1, and roller element defects as shown in Figure 

2. On the other hand, healthy bearing is as shown in Figure 4. Bearing data collected 

based on vibration signal is complex, nonlinear and non-stationary. Hence, a suitable 

feature extraction method should be used to simplify the bearing data to improve the 

classification result of a classifier (ANN). ANN able to process information like 

human brains. This makes them a useful tool in solving problem like pattern 

recognition, which can be done by human brain. Therefore, it has high capabilities in 

determining the relationship in input data that cannot be done easily by common 

analytic techniques.  
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Problem caused by BP and Solution to solve the problem 

Based on previous work [1] and [13], the bearing fault diagnosis is done by 

using ANN trained by Back Propagation algorithm (BP) and the features extraction 

method is based on EMD. The limitation of using back propagation algorithm to train 

ANN is the training time is too long. The training time used by BP is very long due to 

the gradient descent method used by BP. Gradient descent method is used to optimize 

the input weight and output weight of the ANN. It takes a lot of iterations to optimize 

the input weight and output weight. In order to overcome this problem, Single Hidden 

Layer Feedforward Neural Network (SLFN) is used and trained by ELM, FIR-ELM 

and DFT-ELM. In this project, SLFN will be trained by four learning algorithms which 

are Back Propagation (BP), Extreme Learning Machine (ELM), Finite Impulse 

Response Extreme Learning Machine (FIR-ELM) and Discrete Fourier Transform 

Extreme Learning Machine (DFT-ELM). The author will prove that ELM, FIR-ELM 

and DFT-ELM can overcome the slow training speed of BP. Besides that, ELM, FIR-

ELM, and DFT-ELM will perform significantly better and robust as compared to BP. 

 

Figure 1: Inner race defects Figure 2: Roller element defects 

Figure 3: Outer race defects Figure 4: Elements in roller element bearing 
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How SLFN is implemented? 

Rolling element bearing (REBs) is commonly used in industrial and domestic 

application. REB is used in almost all rotating machinery and one of the main reasons 

of machine failure is the bearing failure. In this research, feature attraction will be done 

on the bearing data set to extract the important features and group it into a feature 

vector. Next, the feature vector will be used to train ANN on classifying the bearing 

fault and to compare with the desired output response. Next, a testing data (different 

from the training data) will go through feature extraction and then fed into the ANN 

for testing purposes. The output of the ANN will determine the accuracy of bearing 

fault diagnosis. There are few bearing faults to be classified by ANN, such as inner 

race defect, roller element defect, outer race failure, and healthy roller element bearing. 

To achieved an optimal result, a suitable feature extraction method and classifier must 

be chosen. Empirical Mode Decomposition (EMD) is used as a feature extraction 

method and SLFN is used as a classifier. 

1.2 Problem Statement 

In the bearing vibration data set collected by Centre on Intelligent Maintenance (IMS) 

University of Cincinnati, USA is very complex. Classification result of SLFN can be 

affected by the complexity, nonlinearity, and non-stationary characteristics of bearing 

vibration data if it is not properly processed. Therefore, a suitable feature extraction 

method must be used to extract the important features from the bearing vibration data 

set to improve the performance of SLFN. Based on the existing bearing fault diagnosis 

using ANN, the accuracy of fault is low. In [1], BP takes a very long time to train a 

ANN to perform a classification problem which result in inefficient training of ANN. 

Therefore, this report will focus on how to improve the fault diagnosis accuracy, and 

training speed. Besides, a suitable feature extraction method will be used to produce a 

better diagnosis accuracy. 
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1.3 Objectives 

The aims of this research are as below: - 

1. To investigate four learning algorithms for classifying motor bearing faults 

• Back Propagation (BP) 

• Extreme Learning Machine (ELM) 

• Finite Impulse Response Extreme Learning Machine (FIR-ELM) 

• Discrete Fourier Transform Extreme Learning Machine (DFT-ELM) 

2. To develop a suitable model based on the four learning algorithms (BP, ELM, 

FIR-ELM and DFT-ELM) 

3. To compare the performance of learning algorithms 

 

1.4 Scope of Study 

In this research, Single Hidden Layer (SLFN) is the main focus. SLFN is trained by 4 

learning algorithms which are BP, ELM, FIR-ELM and DFT-ELM. This research 

project is working on the bearing fault data which is collected based on vibration signal 

to train the SLFN. The designed SLFN must have the capability to diagnose the 

bearing fault by using the bearing vibration data. Besides, a suitable feature extraction 

method will be used to extract the important features from the vibration data due to its 

complexity. Last but not least, the diagnosis accuracy will be compared to the previous 

research result. 
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1.5 Dissertation Outline 

The rest of the dissertation is written as the following: 

Chapter 2 provides discussion on bearing fault diagnosis, data acquisition, feature 

extraction method, fundamental of artificial neural network, and learning algorithms 

used to train the SLFN. Besides that, a critical analysis is done based on the existing 

work. 

Chapter 3 provides discussion on the step by step methods to train the SLFN to achieve 

the objective of this project and solve the problem stated in the problem statement 

section. The design of SLFN and parameter used to design SLFN architecture will be 

discussed as well. Besides that, data set management and arrangement for data set and 

arrangement for training and testing the SLFN are discussed as well. 

Chapter 4 provides discussion on original vibration signal, Intrinsic Mode Function 

(IMFs), energy entropy of IMFs of healthy bearing, inner race defect bearing, roller 

element defect bearing and outer race defect bearing. On the other hand, classification 

result, error rate, mean error rate, standard deviation and accuracy of each learning 

algorithm are explained and analysed in detail. Next, performance comparison of each 

learning algorithm is analysed by varying the number of hidden nodes, and the value 

of regularization parameter. Last but not least, a graphical user interface for the SLFN 

is shared in this chapter, besides, the training error rate and testing error rate of four 

learning algorithms are being analysed based on 5 different data sets. 

And, finally, Chapter 5 provides a conclusion on the result and the future works. 
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CHAPTER 2 

LITERATURE REVIEW 

In this chapter, bearing fault diagnosis, vibration data, feature extraction method, 

artificial neural network and learning algorithms will be explained in detail. 

 

 

 

Figure 5: The flow of literature review 

2.1 Bearing fault diagnosis 

In past decade, bearing fault diagnosis in rotating machinery was done subjectively 

using a professional’s experience or knowledge. They are able to distinguish the types 

of bearing fault based on their experience and knowledge about the vibration signal 

[12]. Vibration signal contains meaningful information about the bearing and at the 

same time the signal is very complex due to the noise in the vibration signal. Besides, 

bearing vibration signal is complex because it has nonlinear and non-stationary 

characteristics. The meaningful feature in the vibration signal must be extracted for 

SLFN to classify different types of bearing fault. In old times, bearing fault diagnosis 

is done by using artificial inference. The bearing fault diagnosis using artificial 

inference is done based on the frequency spectrum, because different bearing fault has 

different frequency spectrum distribution [12]. Since the vibration signal are complex, 

it is difficult for human to distinguish the type of bearing fault based on their 

experience and knowledge about the vibration data.  

There are few traditional diagnosis methods are used to perform the bearing 

fault diagnosis. The traditional diagnosis methods are fuzzy inference and closeness 

method. However, the accuracy of this method can be influenced by a professional’s 

experience. This is because this method requires human to design the value of the 

Bearing fault 

diagnosis 
Data acquisition 

Artificial Neural Network 

Feature Extraction 

Learning Algorithms 
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weighting parameter. Recently, a new method has been discovered, which is the 

Artificial Neural Network (ANN). ANN is normally applied in pattern classification 

and recognition. ANN is preferable to be applied in fault diagnosis because of its 

ability to automatically the vibration signal. Besides, the weight of the network will be 

modified automatically unlike the traditional methods. Therefore, the ANN is able to 

diagnose the fault better than the traditional method. In order to obtain high diagnosis 

accuracy, the ANN must be trained and tested. In training phase, the weights of the 

ANN will be changed automatically based on the difference between output of ANN 

and the targeted output. After successful training of the ANN, the trained ANN is then 

ready to be tested with a different kinds of vibration signal as an input to the trained 

ANN. In order to achieve a high diagnosis accuracy, the testing accuracy must be must 

be as high as possible.  

 

2.2 Bearing Fault Diagnosis using ANN  

2.2.1 Data acquisition  

The bearing vibration data set used in this research was produced by the NSF I/UCR 

Center for Intelligent Maintenance Systems and Rexnord Corp. in Milwaukee [6]. 

During data acquisition, a test rig was setup as in Figure 6. 

 

Figure 6: Bearing test rig 

There are four bearings have been installed onto the shaft. The PCB 353B33 

accelerometer was placed at the bearing 1, radial load of 6000 lbs was placed on 

Accelerometers 

Radial Load Accelerometers 

Bearing 1 Bearing 2 Bearing 3 Bearing 4 

Motor 
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bearing 2 and bearing 3 and lastly, a thermocouples was placed on the bearing 4. The 

shaft is rotated at a constant speed of 2000 rpm by using the motor. After exceeding 

the designed life time (100 million revolutions) for the bearing, the failure of the 

bearing occurred. This test took 35 days to observe the failure of bearing so that run to 

failure data set can be obtained with the presence of bearing defects. 

2.2.2 Bearing Data set 

In the data set provided by NSF I/UCR Center for Intelligent Maintenance System 

(IMS), there are 3 tests of bearing data. There are 4 bearings involve in each of the 

test. As mentioned, 3 sets of test data are collected in a run-to-failure experiment. So, 

each set consist of individual file that are 1-s vibration signal snapshots recorded at 

every 10 minutes [6]. There are 20480 points in each individual file with the sampling 

frequency of 20 kHz [6]. This vibration signal consists of a non-stationary and non-

linear characteristic [1]. Furthermore, the noise present in the vibration signal bring a 

lot of trouble for a researcher to study this type of signal.  Artificial bearing fault is 

created by the operator to collect the synthetic bearing data samples. In real life, 

corrosion, produced too much of heat due to the lack of lubrication, bearing 

misalignment and bearing mounting defects will greatly affect the bearing fault in 

industrial place [1]. Due to the Complexity of the vibration data set, the famous feature 

extraction method, Empirical Mode Decomposition(EMD) is introduced. EMD 

method was introduced by Huang et al [23]. Intrinsic Mode Function is an output of 

EMD where it is decomposed from the original signal. The IMFs extracted by using 

EMD have the local characteristics information of the actual vibration signal. There is 

not much paper working on a run-to-failure vibration signal. This is because run-to-

failure vibration signal contain noise that make it difficult to detect the degradation of 

bearing when the signal to noise ratio (SNR) is less than 1. 
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2.2.3 Feature Extraction 

Feature extraction is an important method to deal with a complicated data set. The 

main function of feature extraction is to extract the important data from an original 

data. These extracted features will have the same property as the original signal. The 

only difference is that the extracted features are simpler. By using feature extraction 

method, it is able to speed up the generalization process of an ANN, besides, it also 

improves the overall accuracy of the ANN. The works in [1] and [12] use EMD and 

ANN to diagnose different bearing fault. In [ 6], a statistical method is used to extract 

the important feature from the vibration signal and then the extracted features are feed 

into Support Vector Machine (SVM) and ANN. 

 

The function of EMD is to decompose a signal 𝑥(𝑡) into intrinsic mode 

decomposition as follows: 

1. All local minima must be identified and form a cubic spine line by using the 

local minima as the lower envelope. 

2. All local maxima must be identified and form a cubic spine line by using the 

local maxima as the upper envelope. 

3. Determine the mean 𝑚1(𝑡) of upper envelope and lower envelope. 

4. Calculate the difference between the signal 𝑥(𝑡) and the mean 𝑚1(𝑡). The 

difference between them is known as the first component of the IMF, 𝐼1(𝑡). 

5. If 𝐼1(𝑡) is not an IMF, it will be treated as an original signal and repeat step 1 

to step 4 to determine the first IMF, which is known as sifting process 

𝐼1𝑘(𝑡) = 𝐼(1(𝑘−1))(𝑡) − 𝑚1𝑘(𝑡) …………… (1.1) 

𝑐1(𝑡) =  𝐼1𝑘(𝑡) …………………………...… (1.2) 

There are stoppage criteria for the sifting process. The number of sifting 

process will be determined by the stoppage criteria. 

𝑆𝐷𝑘 = ∑
[𝐼𝑘−1(𝑡)−𝐼𝑘(𝑡)]2

𝐼𝑘−1
2 (𝑡)

𝑇
𝑡=0 ……..…… (1.3) 

Once the standard deviation of a IMF component is less than a pre-

determined standard deviation, the sifting process stops. 

6. Once the first IMF 𝑐1(𝑡) is obtained by using the stoppage criteria, then 

subtract the first IMF 𝑐1(𝑡) from the original signal. 

𝑟1 = 𝑥(𝑡) − 𝑐1(𝑡) ………………………..… (1.4) 

𝑟𝑛 = 𝑟𝑛−1 − 𝑐𝑛(𝑡) ……………………….… (1.5) 
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The sifting process will finally stop when the residual 𝑟𝑛 becomes a monotonic 

function which mean there is no IMF can be extracted. 

The feature extraction for empirical mode decomposition is as follows:  

1. Bearing signal is decomposed into IMFs 

2. Compute total energy for each IMF component 

𝐸𝑖 = ∑ 𝑐𝑖𝑗
𝑎
𝑗=1  ……………………………… (1.6) 

 a denotes the length of each IMF. 

 i denoted number of IMF component. 

3. Calculate today energy of all IMF 

𝐸𝑇 = ∑ 𝐸𝑖
𝑛
𝑖=1  ……………………………………….……….… (1.7) 

. n denotes total number of IMF. 

4. Construct feature vector 

[𝐻𝑒𝑛,
𝐸1

𝐸𝑇
,
𝐸2

𝐸𝑇
,
𝐸3

𝐸𝑇
, … ,

𝐸𝑛

𝐸𝑇
] = [𝐻𝑒𝑛, 𝐻𝑒𝑛𝐼𝑀𝐹1,𝐻𝑒𝑛𝐼𝑀𝐹2,… ,𝐻𝑒𝑛𝐼𝑀𝐹𝑛]….. (1.8) 

 

 𝐻𝑒𝑛 is known as the EMD energy entropy. It can be calculated as follows:  

 𝐻𝑒𝑛 = −∑ 𝑝𝑖log (𝑝𝑖)
𝑛
𝑖=1  ……………………………….....… (1.9) 

 𝑝𝑖 =
𝐸𝑖

𝐸
 …………………………………………………….… (1.10) 

In [1], a statistical analysis is used to determine the best features from the feature 

vector. It is as follows: 

1. Compute the mean of a feature vectors of the kth class 

µ𝑘 =
1

𝑁
∑ 𝑥𝑘,𝑛

𝑁
𝑛=1  ………….............................................…… (1.11) 

 𝑥𝑘,𝑛 represents the nth extract of the kth class 

2. Total average features vector can be calculated as follows: 

µ𝑐 =
1

𝐾
∑ µ𝑘

𝐾
𝑘=1  ……………………………………….…..… (1.12) 

3. Intra-class variance matrix of average dispersion between different class can 

be calculated as follows: 

𝑉𝑖𝑛𝑡𝑟𝑎 =
1

𝐾𝑁
∑ ∑ (𝑥𝑘,𝑛 − µ𝑘)(𝑥𝑘,𝑛 − µ𝑘)

𝑡𝑁
𝑛=1

𝐾
𝑘=1  …………… (1.13) 

4. Inter-class variance matrix of average dispersion between different classes: 

𝑉𝑖𝑛𝑡𝑒𝑟 =
1

𝐾
∑ (µ𝑘 − µ𝑐)(µ𝑘 − µ𝑐)

𝑡𝐾
𝑘=1  ………………….…… (1.14) 
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5. Lastly, the J degree can be computed as follows: 

𝐽 = 𝑡𝑟𝑎𝑐𝑒(𝑆𝑖𝑛𝑡𝑟𝑎
−1 𝑆𝑖𝑛𝑡𝑒𝑟) ……………….……….…………… (1.15) 

 The higher the value of J degree, the better the feature becomes. 

Before start doing the statistical analysis for the feature vector, the feature must be 

normalized. It can be done as follows: 

𝑥𝑘,𝑛 =
𝑥𝑘,𝑛−𝑚𝑒𝑎𝑛(𝑥1:𝐾,𝑛)

√𝑣𝑎𝑟(𝑥1:𝐾,𝑛)
 ……………….………….…….…………… (1.16) 

 

2.3 Artificial Neural Network(ANN) 

ANN was produced to model in some way that the functionality can be 

represents the biological neural network. Biological neuron is made up of cell body, 

dendrites, axon and synapse as shown in Figure 7.  

 
Figure 7: Biological neuron 

Neurons are used to process information. Cell body contains a nucleus that contain 

information. A signal is received by neurons as an Impulse from other neurons through 

dendrites as a receiver. After the body cell generates a signal, the signal is then ready 

to be channelled to the synapse through Axon. Artificial neural network was inspired 

by biological neurons. An ANN consists of inputs, input weights, hidden nodes, 

output, and output weights as shown in Figure 8. 

 

 

 

 

 

 

 

Figure 8: Artificial Neuron [21] 
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𝐼3 

𝐼4 
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The output of the ANN is ‘1’, when the sum of outputs of the hidden layer is more that 

the threshold value. Conversely, the output of ANN is ‘0’, when the sum of outputs of 

the hidden layer is less than the Threshold value. Besides, the ANN can be trained by 

doing adjustment on the weights in the network to obtain output that close to desired 

output. The adjustment on the weights can be easily explained as the memory to the 

neural network [21]. The weight will be modified during the training session until it 

achieved the lowest error rate [21]. 

 

2.4 Learning Algorithms 

2.4.1 Back Propagation algorithm (BP) 

BP algorithm can be considered as one of the oldest learning algorithms to train 

a neural network. Gradient decent method is normally used by the BP algorithm to 

optimize the weight for training a neural network [8]. SLFN is able to learn the input 

output mapping by using the BP algorithm. Input data at the input layer will be fed 

forward to the hidden layer of the SLFN by multiplying the input weight and then the 

output of the hidden layer is propagated to the output layer by multiplying the output 

weight. Back propagation is implemented, after it feedforward from input layer to the 

output layer to generate an output response. It back propagates difference (error) 

between output and desired output to the hidden layer. This error can be said as a 

‘responsibility’. It is to measure how much that specific node is “responsible” for the 

error in the output [3]. After back propagating the “responsibility” of output nodes to 

hidden nodes, it is then ready to perform weight updates for input weight and output 

weight. Next, it performs feedforward again to the output layer to generate the new 

output pattern. The error between the output and the desired output will be reduced. 

This training process is repeated until the difference between the real output and 

desired output converges to zero. The disadvantage of BP algorithm is it takes a long 

time for the error to converge to zero. Therefore, it is time consuming. 
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Figure 9: Artificial Neural Network 

The first step in Back Propagation algorithm is to perform the forward propagation. 

The following equations are used. 

𝑎(1) = 𝑥 𝑎𝑑𝑑 𝑏𝑖𝑎𝑠 𝑎0
(1)

   (𝑙𝑎𝑦𝑒𝑟 1)………………………. (2.1) 

𝑧(2) = 𝜃(1)𝑎(1)……………………………………………. (2.2) 

𝑎(2) = 𝑔(𝑧(2)) 𝑎𝑑𝑑 𝑏𝑖𝑎𝑠 𝑎0
(2)

   (𝑙𝑎𝑦𝑒𝑟 2)………………... (2.3) 

𝑧(3) = 𝜃(2)𝑎(2) …………………………………………… (2.4) 

𝑎(3) = 𝑔(𝑧(3)) 𝑎𝑑𝑑 𝑏𝑖𝑎𝑠 𝑎0
(3)

  (𝑙𝑎𝑦𝑒𝑟 3) ………………... (2.5) 

𝑧(4) = 𝜃(3)𝑎(3)………………………………………..…... (2.6) 

𝑎(4) = 𝑔(𝑧(4))   (𝑙𝑎𝑦𝑒𝑟 4) …………………………...…... (2.7) 

The second step in Back Propagation algorithm is to perform the back propagation: 

1. Compute the error difference for each output unit in output layer (layer 4) to 

the target output. 

𝛿𝑗
(4)

= 𝑎𝑗
(4)

− 𝑦𝑗 ………………………………….. (2.8) 

 

2. Back propagate the error or “the responsible” from 4th layer to 2nd layer: 

𝛿(3) = (𝜃(3))𝑇𝛿4.∗ 𝑔′(𝑧3) ………………………... (2.9) 

𝛿(2) = (𝜃(2))𝑇𝛿3.∗ 𝑔′(𝑧2) ………………………... (2.10) 

 

3. The gradient or “derivative of cost function” can be calculated as below: - 

∆𝑙= 𝑎(𝑙)𝛿(𝑙+1) ………………………………...…... (2.11) 

Take note that the computation is without regularization term. 

The gradient with regularization term can be define as follows:- 

         
𝜕

𝜕𝜃𝑙 𝐽(𝜃
𝑙) =  

1

𝑚
∆𝑙 + λ𝜃𝑙 ……………………….…... (2.12) 

          ∆𝑙 and 𝜃𝑙 have been vectorized. 
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4. Update the weight 

𝜃𝑙 = 𝜃𝑙 − 𝛼
𝜕

𝜕𝜃𝑙 𝐽(𝜃
𝑙) ………………………………... (2.13) 

Take note that the 𝛼 is the learning rate where it can not be too big in value as it will 

worsen the learning speed of gradient descent. 

 

2.4.2 Extreme Learning Machine(ELM) 

ELM was proposed by Guan Bin Huang in [5]. ELM was introduced to overcome the 

problem caused by BP algorithm. ELM has a faster learning speed as compared to BP 

algorithm and at the same time obtaining better generalization performance.  In ELM 

algorithm, the input weight and hidden layer biases of a SLFN are randomly assigned 

within a certain range. Take note that, the input weight and hidden layer biases must 

be randomly assigned in the same range. The input weight can only be randomly 

assigned if the activation function of hidden layer is infinitely differentiable [5]. After 

randomly assigned the input weight and hidden layer biases, the SLFN is ready to 

feedforward to obtain the output of hidden layer. Next, the mapping between hidden 

layer output and the output of the network is assumed to be linear relationship. 

Therefore, Least Squared Estimator method (LSE) with Moore Penrose Pseudo 

Inverse of the hidden layer output matrix is used to compute the output weight of the 

SLFN. After that, the SLFN can feedforward from hidden layer to the output layer to 

obtain the output pattern. In additional, lowest error rate and smallest norm of weight 

can be achieved by using ELM algorithm to train the SLFN [5]. Besides, it can be 

easily implemented as compared to BP algorithm due to simple calculation. 

Furthermore, ELM has a faster training and testing speed as compared to BP because 

ELM only needs 1 iteration to obtain the optimized output weight whereas BP requires 

many iterations to optimize the output weight. The random assignment of input weight 

and hidden layer biases will cause a large change to the hidden layer output and this 

will lead to a large change in the output weight matrix. Thus, it will affect the outcome 

of the SLFN, which will result in SLFN with higher empirical risk and structural risk 

[7]. 
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The general model of Extreme Learning algorithm is as shown below: -  

∑ 𝛽𝑖𝑓𝑖(𝑥𝑗) =  ∑ 𝛽𝑖
𝑁
𝑖=1

𝑁
𝑖=1 𝑓𝑖(𝑎𝑖 ∙ 𝑥𝑗 + 𝑏𝑖) = 𝑡𝑗  𝑓𝑜𝑟 𝑗 = 1…𝑀…………… (3.1) 

Where N represents number of hidden nodes, f(x) represents activation function, 𝑎𝑖 

represents input weight vector 𝑎𝑖 = [𝑎𝑖1, 𝑎𝑖2, 𝑎𝑖3, … , 𝑎𝑖𝑛] connecting ith hidden nodes 

and the input nodes, output weight vector  𝛽𝑖 = [𝛽𝑖1, 𝛽𝑖2, … , 𝛽𝑖𝑚]𝑇 connecting ith 

hidden nodes with output nodes, 𝑏𝑖 represents the hidden layer bias, 𝑥𝑗 is the input 

samples. The activation function can be sigmoid, Radial Basis Function or Sine 

Function. 

Hidden layer output, 𝐻 is as shown below: - 

𝐻 = [
𝑓(𝑎1 ∙ 𝑥1 + 𝑏1) ⋯ 𝑓(𝑎𝑁 ∙ 𝑥1 + 𝑏𝑁)

⋮ ⋯ ⋮
𝑓(𝑎1 ∙ 𝑥𝑀 + 𝑏𝑖) ⋯ 𝑓(𝑎𝑁 ∙ 𝑥𝑀 + 𝑏𝑁)

] 

The general formula can be written as below: - 

𝐻𝛽 = 𝑇…………………………..... (3.2) 

The output weight, 𝛽 matrix is as shown below: -  

𝛽 =  [
𝛽1

𝑇

⋮
𝛽𝑁

𝑇
] ………………………..... (3.3) 

The target matrix, 𝑇 is as shown below: - 

𝑇 =  [
𝑡1
𝑇

⋮
𝑡𝑁
𝑇
] …………………………... (3.4) 

𝑀𝑥𝑁 

𝑁𝑥𝑀 

𝑁𝑥𝑀 

Figure 10: Extreme Learning Machine (ELM) 
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The output weight matrix was determined by using the least square estimated (LSE) 

method. This because LSE method can increase the accuracy of the output weight 

matrix(optimized). The output weight matrix will be optimized by using formula 

below: - 

𝛽 = 𝐻+𝑇 ………..……..................... (3.5) 

𝐻+ = (𝐻𝑇𝐻)−1𝐻𝑇 represents the Moore Penrose Pseudo Inverse. 

𝐻𝑇𝐻 may not always be a square matrix and thus this method will not always perform 

well. 

In order to overcome the problem, least square estimator with regularization theory is 

introduced as below: - 

𝛽 = (λI + 𝐻𝑇𝐻)−1𝐻𝑇 …………….. (3.6) 

λ is the regularization parameter. 

The Extreme Learning algorithm with a training set 𝑋, activation function 𝑔(𝑥) and a 

hidden node number 𝑁 works as follows: - 

1.  Randomly assignment of input weight 𝑤𝑖 and hidden layer bias 𝑏𝑖 with a 

given range for 𝑖 = 1…𝑁. 

2.  Compute the hidden layer output matrix 𝑯. 

3. Calculate the output weight 𝛽 by using Least Square Estimator method: 

𝛽 = 𝐻+𝑇 

Where 𝑇 is the target matrix and 𝐻+ = (𝐻𝑇𝐻)−1𝐻𝑇 

4. Compute the output. 

Lastly, [4] mentioned that, there are several disadvantages in ELM: - 

1. ELM algorithm only minimized the empirical risk but never minimized the 

structural risk. 

2. If there are outliers present in the input data, the performance of the ELM will be 

affected. 

3. Unable to deal with noisy data set. 

4. The random initialization of input weight affects the performance of SLFN because 

it causes a large change in hidden layer output and output weight matrix. 
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2.4.3 Finite Impulse Response Extreme Learning Machine(FIR-ELM) 

 Finite Impulse Response ELM (FIR-ELM) was proposed by Zhihong Man [8]. FIR-

ELM was introduced to overcome the problems cause by SLFN trained with ELM. 

The random assignment of input weight and hidden layer biases have cause a large 

change to the hidden layer output and this will lead to a large change in the output 

weight matrix which will affect the accuracy of the SLFN. The second problem is ELM 

could not deal with a noisy input data. The performance of SLFN trained by ELM will 

be affected if there is noise in the input data. In FIR-ELM, all the linear hidden nodes 

are FIR filter which mean the hidden nodes work as a pre-processor to the input data 

[8]. The FIR filter can be any FIR filters such as low pass filter, high pass filter, band 

pass filter, band stop filter, rectangle filter and many more. FIR filter is chosen based 

on the input data. The function of FIR filter (pre-processor) is to filter out the noise 

and undesired frequency components. The FIR filter able to reduce the disturbance in 

input data, the structural risk and empirical risk of the SLFN [8]. The hidden layer 

biases of the FIR-ELM are randomly assigned within a given range which is the same 

as the ELM. However, the input weight of FIR-ELM is not randomly assigned like 

input weight in ELM. In FIR- ELM, input weight is designed by using the FIR filter 

so that the hidden layer can of the SLFN able to works as a pre-processor. Next, the 

output of hidden layer can be calculated by feedforward from input layer to hidden 

layer. Next, the output weight matrix can be calculated by using the Least Squared 

Estimator with Moore Penrose pseudo inverse of the output of hidden nodes and then 

the output can be obtained by feedforward from hidden layer to the output layer by 

multiplying the output weight to observe the output pattern. 

 

Figure 11: Finite Impulse Response ELM 
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The output of the hidden nodes can be calculated as follows: 

𝑦𝑖(𝑘) = ∑ 𝑤𝑖𝑗𝑥(𝑘 − 𝑗 + 1) = 𝑤𝑖
𝑇𝑥(𝑘)𝑛

𝑗=1   𝑓𝑜𝑟 𝑖 = 1,… ,𝑁……………. (4.1) 

As you can see the structure of the formula looks similar to the formula structure of a 

FIR filter, where the input weight 𝑤𝑖𝑗 can represents the filter coefficients or impulse 

response coefficient. Thus, it can be said that the output 𝑦𝑖(𝑘) is the convolution sum 

of the filter coefficient and the input data. 

Assumed that the desired frequency response of hidden nodes can be represented as 

below: 

𝐻𝑖𝑑(ω) = ∑ ℎ𝑖𝑑[𝑘]𝑒−𝑗ω𝑘∞
𝑘=0  ……………………………………..…. (4.2) 

It can be converted to time domain by inverse DTFT: 

ℎ𝑖𝑑[𝑘] =
1

2𝜋
∫ 𝐻𝑖𝑑(ω)

𝜋

−𝜋
𝑒𝑗ω𝑘 …………………………………..……. (4.3) 

The length of the filter must be the same as the input data. Based on the formula of the 

output of hidden nodes, the input data starts at 𝑥(𝑘 − (𝑛 − 1)) to 𝑥(𝑘) which mean it 

takes n-1 past data for input data. Therefore, the length of the filter must be n. Let’s 

consider a rectangle filter 𝑧[𝑘] for the input data to allow n desired frequency responses 

: 

𝑧[𝑘] = {
1    𝑓𝑜𝑟 𝑘 = 0,1,2, … , (𝑛 − 1)
0                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The Fourier transform of 𝑑[𝑘] is as shown below: 

𝑍(ω) = ∑ 𝑧[𝑘]𝑛−1
𝑘=0 𝑒−𝑗ω𝑘 = 𝑒−𝑗ω(n−1)/2

sin(
ωn

2
)

sin(
ω

2
)
 ……………...…..……. (4.4) 

After converting input data and rectangle filter from time domain into frequency 

domain, then the convolution can be done as follow: 

𝐻𝑖�̂�(ω) = 
1

2𝜋
∫ 𝐻𝑖𝑑(𝑣)𝑍(ω − 𝑣) 𝑑𝑣

𝜋

−𝜋
 ……………………………..…. (4.5) 

If the researcher chose Low pass filter to be performed in the hidden nodes, the 

frequency response is as shown below: 

𝐻𝑖𝑑(ω) = {
1𝑒−𝑗ω(n−1)/2   𝑓𝑜𝑟 |ω| ≤ ω𝑐

0                  𝑓𝑜𝑟 ω𝑐 < |ω| < π
 

ω𝑐 denotes as the cut off frequency. This low pass filter preserves the low frequency 

component while the high frequency component is eliminated. The low pass filter formula can 

be converted into time domain as follow: 

ℎ𝑖�̂�[𝑘] =
1

2𝜋
∫ 𝑒−𝑗ω(n−1)/2 𝑒𝑗ω𝑘 

ω𝑐

−ω𝑐
𝑑ω =

sin[ω𝑐(𝑘−
𝑛−1

2
)]

𝜋(𝑘−
𝑛−1

2
)

 ………….……. (4.6) 

ℎ𝑖�̂�[𝑘] =  ℎ𝑖�̂�[𝑛 − 𝑘 + 1] ……………………………………...……. (4.7) 
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The ℎ𝑖�̂�[𝑘] value can then be assigned to the input weight as follow: 

𝑤𝑖1 = ℎ𝑖�̂�[0], 𝑤𝑖2 = ℎ𝑖�̂�[1], … ,𝑤𝑖𝑛 = ℎ𝑖�̂�[𝑛 − 1] ……………….…. (4.8) 

The working principle of FIR-ELM learning algorithm can be summarized in few 

steps: - 

1. Set the n desired frequency responses to the input weight 𝑤𝑖𝑗  

2. Compute the hidden layer output matrix 𝑯 as in ELM. 

3. Compute the output weight matrix 𝜷 as in ELM. 

4. Compute the output of ANN. 

 

Output of hidden layer can be computed as follows: - 

𝐻𝑖 = ∑ 𝑤𝑖𝑗𝑥(𝑘 − 𝑗 + 1) = 𝑤𝑖
𝑇𝑥(𝑘)𝑛

𝑗=1 | 𝑓𝑜𝑟 𝑖 = 1, … , �̃� …………… (4.9) 

Calculate the output weight 𝛽 by using Least Square Estimator method: 

𝛽 = 𝐻+𝑇 ……………………………………………………….….…. (4.10) 

Where 𝑇 is the target matrix and 𝐻+ = (𝐻𝑇𝐻)−1𝐻𝑇 

𝐻𝑇𝐻 may not always be a square matrix and thus this method will not always perform 

well. 

In order to overcome the problem, least square estimator with regularization theory is 

introduced as below: - 

𝛽 = (λI + 𝐻𝑇𝐻)−1𝐻𝑇 …………………………………..…….….…. (4.11) 

 

The output of the SLFN can be computed as follows: - 

𝑂𝑖(𝑘) = ∑ 𝛽𝑝𝑤𝑝
𝑇𝑥(𝑘)| 𝑓𝑜𝑟 𝑖 = 1,… ,𝑚�̃�

𝑝=1  ………………..…….….…. (4.12) 
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2.4.4 Discrete Fourier Transform Extreme Learning Machine(DFT-ELM) 

The DFT-ELM is proposed by Zhihong Man to further improve the robustness of FIR-

ELM [7]. The working principle of DFT-ELM is almost same as FIR-ELM and ELM. 

DFT-ELM was introduced to further improve the mapping between input and output, 

and reduce the empirical and structural risk. If a nonlinearly separable input data is 

used, the input weight of SLFN will be trained in a way that the hidden layer able to 

assign DFT of all feature vector to the desired position is the frequency domain [7]. In 

DFT-ELM, the input weight is trained by the regularization theory to reduce the error 

between the frequency component of the desired feature vectors and features vectors 

from the hidden layer of SLFN. The working principle of the DFT-ELM is the same 

as the FIR-ELM, the only different is the input weight of the DFT-ELM is trained by 

the regularization theory and frequency component from discrete fourier transform 

while the input weight from FIR-ELM is designed by using FIR filter. As a result, 

robustness of the SLFN trained with the DFT-ELM will significantly increase when 

dealing input data with noise compared to SLFN trained with BP, ELM and FIR-ELM. 

The regularization technique is applied to optimize the output weight to further reduce 

the structural and empirical risk,. With this, Single Hidden Layer Neural Network 

Trained by DFT-ELM results a better robustness property with respect of input 

disturbance. 

 

Figure 12: Discrete Fourier Transform ELM [8] 

 

 

 

 



21 
 

The DTF algorithm can be summarized into 5 steps:  

 (1) Obtain the frequency- spectrum sample matrix from DFT 𝒀𝒅.  

 (2) Compute the transformation matrix Ᾱ.  

 (3) Compute the optimal input weight matrix w.  

 (4) Compute the hidden layer output matrix H.  

 (5) Compute the optimal output weight matrix β. 

 (6) Compute the output of ANN. 

𝑌𝑑 = [𝑌1 𝑌2 𝑌3 ⋯ 𝑌𝑑𝑁] …………………………………………. (5.1) 

𝐴 =

[
 
 
 
 
1 1 1        ⋯               1

1 𝑒−𝑗2𝜋/�̃�
𝑒−𝑗4𝜋/𝑁   ̃ ⋯ 𝑒−𝑗2𝜋(�̃�−1)/�̃�

1
⋮
1

𝑒−𝑗4𝜋/�̃�

⋮

𝑒−𝑗2𝜋(�̃�−1)/�̃�

𝑒−𝑗8𝜋/�̃�

⋮

𝑒−𝑗4𝜋(�̃�−1)/�̃�

⋯
⋯
⋯

𝑒−𝑗4𝜋(�̃�−1)/�̃�

⋮

𝑒−𝑗2𝜋(�̃�−1)(�̃�−1)/�̃�]
 
 
 
 

 ……. (5.2) 

𝑤 =
1

�̃�
(

𝑑1

𝛾1�̃�
𝑰 + 𝑋𝑋𝑇)

−1

𝑋𝑌𝑑
𝑇𝐴 …………………………………………. (5.3) 

𝐻 = 𝑤𝑇𝑋 ……………………………………………………………….. (5.4) 

β = (𝛌𝐈 + 𝐻𝑇𝐻)
−1

𝐻𝑇𝑇 …………………………………………………. (5.5) 

𝑋 denotes input samples. 

𝑇 denotes desired output. 

�̃� denotes number of hidden layer. 

𝑑1

𝛾1
= 𝛌 denotes the regularization theory. 
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2.5 Related works on bearing fault diagnosis 

The research projects in table 1 focus on the bearing fault diagnosis using vibration data set. Table 1 shows the analysis on the merits and 

demerits of the learning algorithm used for each research projects. 

Table 1: Related work on bearing fault diagnosis 

No  

 

Author Year Title  Feature Extraction Learning 

Algorithm 

Application Merits Demerits 

1 Jaouher Ben Ali, Nader 

Fnaiech, Lotfi Saidi, 

Brigitte Chebel-Morello, 
Farhat Fnaiech. 

2014 Application of empirical mode 

decomposition and artificial 

neural network for automatic 
bearing fault diagnosis based on 

vibration signals 

Empirical Mode 

Decomposition 

(EMD) 

ANN (Back 

Propagation 

algorithm) 

Bearing fault 

diagnosis based on 

vibration signal 

The ANN has 93% of 

diagnosis accuracy. 

Back Propagation takes 

a long time to train the 

ANN. 

2 P.K. Kankar, Satish C. 
Sharma, S.P. Harsha 

2011 Fault diagnosis of ball bearing 
using machine learning methods. 

Statistical Method Support Vector 
Machine (SVM),  

ANN (Back 

Propagation 
algorithm) 

Bearing fault 
diagnosis based on 

vibration signal 

The SVM has a higher 
diagnosis accuracy as 

compared to ANN. 

The maximum 
diagnosis accuracy is 

not good enough. 

Which is 93% accuracy. 

3 Yang Yu, YuDejie, 

Cheng junsheng 

2006 A roller bearing fault diagnosis 

method based on EMD energy 

entropy and ANN. 

EMD ANN (Back 

Propagation 

algorithm) 

Bearing fault 

diagnosis based on 

vibration signal 

The ANN has around 

95% for the diagnosis 

accuracy. 

Back Propagation takes 

a long time to train the 

ANN. 

4 Chun-Chieh Wang, 

Yuan kang, Ping-Chen 

Shen, Yeon-Pun Chang, 

Yu-Liang Chung 

2010 Application of fault diagnosis in 

rotating machinery by using time 

series analysis with neural 

network 

Autoregressive 

(AR) 

ANN (Back 

Propagation 

algorithm)  

Bearing fault 

diagnosis based on 

vibration signal 

The difference value of 

AR coefficient with 

BPNN was superior to 

AR coefficient with 

BPNN 

BPNN takes too long to 

train a ANN. 

5 Jacek Dybala, Radoslaw 
Zimroz 

2014 Rolling bearing diagnosing 
method based on Empirical Mode 

Decomposition of machine 

vibration signal 

Empirical Mode 
Decomposition 

- Bearing fault 
diagnosis based on 

vibration signal 

Successfully identify the 
defect at bearing outer 

race  

Only consider bearing 
fault during early stage 

6 Jinde Zheng, Junsheng 
Cheng, Yu Yang 

2013 Generalized empirical mode 
decomposition and its application 

to rolling element bearing fault 

diagnosis 

Generalized EMD - Bearing fault 
diagnosis based on 

vibration signal 

Improved the time-
frequency analysis for 

non-stationary and 

non0linear data. 

DEMD required more 
calculated as compared 

to EMD. 

7 Diego Fernandez-

Francos, David 

Martinez-Rego, Oscar 
Fontenlaa-Romero, 

Amparo Alonso-

Betanzos 

2013 Automatic Bearing fault 

diagnoses based on one-class v-

SVM 

- One-class v-SVM Bearing fault 

diagnosis based on 

vibration data 

Able to detect the bearing 

fault automatically based 

on the vibration 
spectrum. 

Complex calculation. 

8 Guang-Bin Huang, Qin-
Yu Zhu, Chee-Kheong 

Siew 

2006 Extreme Learning Machine: 
Theory and application 

- SLFN (Extreme 
Learning Machine 

Handwritten 
Character 

Classification 

Faster and simpler 
Computation.  

Unable to deal with 
noisy input which will 

result in higher 

empirical and structural 
risk. 
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Random initialization 
of input weight cause 

large change at the 

output matrix. 

9 Zhihong Man, Kevin 

Lee, Dianhui Wang, 

Zhenwei Cao, Chunyan 
Miao 

2011 A new robust training algorithm 

for a class of single hidden layer 

feedforward neural network 

- SLFN (Finite 

Impulse Response 

Extreme Learning 
Machine) 

Classification It able to remove the 

effect of input 

disturbance and reduce 
the empirical and 

structural risk. 

Complex computation 

as compared to ELM. 

10 Zhihong Man, Kevin 

Lee, Dianhui Wang, 
Zhenwei Cao, and 

Suiyang Khoo 

2012 Robust Single Hidden Layer 

Feedforward Network-Based 
Pattern Classifier 

- SLFN (Discrete 

Fourier Transform 
Extreme Learning 

Machine 

Hand writtern 

character 
classification 

Result in lower empirical 

and structural risk as 
compared to FIR-ELM. 

Input weight is 

Optimized 

Complex computation. 
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2.6 Critical Analysis 

Based on Table 1, every group of researchers are using different types of feature 

extraction. Most of the feature extraction works the same which is to extract the 

important feature and remove the unwanted features. In [1] and [12], EMD is used as 

a feature extraction to the vibration data set. However, In [6], the useful features are 

extracted from the original vibration data set by using statistical method. Furthermore, 

in [11], autoregressive method is used as a feature extraction to the vibration signal. 

Feature extraction method is chosen based on one’s objective.  

Besides that, all work in Table 1 use the same learning algorithm which is 

BPNN. In [6], the paper shows the comparison between Support Vector Machine and 

BPNN. In [1] and [12], both of these papers are using the same learning algorithm 

(BPNN) to train the neural network in bearing fault diagnosis application. In addition, 

the research projects above are dealing with time series data set which means the input 

layer is time-tapped delay line to allow time series data to be an input to the SVM or 

BPNN. 

In [14], the bearing fault diagnosis based on vibration data is done by using the 

EMD and IMF identification and aggregation. The EMD is used to break the original 

vibration data into few intrinsic mode functions (IMFs). Next, IMF identification and 

aggregation will identify the noise-only signal, signal-only part of signal and trend-

only part of signal. After identifying the signal, kurtosis analysis is used to identify the 

bearing fault. If the kurtosis value of noise-only part of signal is high, it means that 

some bearing fault occurs. 

In [15], a new algorithm, Generalized Empirical Mode decomposition 

(GEMD) has been proposed. The function of GEMD is the same as EMD but the 

decomposed signal is known as generalized intrinsic mode function (GIMF). The 

GEMD algorithm have improved the time-frequency analysis for the non-stationary 

and non-linear vibration data. The result shown is significantly better as compared to 

the result in [14]. The disadvantage of the GEMD is it requires more calculation than 

the EMD but the result shown by the GEMD is much more accurate than EMD [15]. 

On the other hand, ELM is developed by Guang-Bin Huang in [5]. This 

learning algorithm is proposed to overcome the slow learning speed problem caused 

by Back Propagation algorithm (BP). The learning speed can be said 10 times faster 

compared to BP. The disadvantage of ELM is it is unable to deal with noisy data [5]. 

The disturbance in noisy data will increase the empirical and structural risk of ELM 
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[5]. The other demerit of ELM is the random assignment of input weight caused a large 

change in the hidden layer output matrix resulting in large change in output weight 

matrix which will affect the output of a ANN. This result in less robustness of the 

learning algorithm. 

The FIR-ELM is introduced to overcome the less robustness of ELM caused 

by the random initialized input weight. In FIR-ELM, the input weight is assigned based 

on FIR filter coefficient which is different from the ELM [8]. The hidden layer of the 

FIR-ELM works as a pre-processor to the input data which filter the input disturbance 

[8]. This results in a lower empirical and structural risk. In order to further improve 

the robustness of SLFN, DFT-ELM is proposed. In DFT-ELM, the input weight is 

trained with regularization theory and the desired feature vector which will result in 

lower empirical risk and structural risk as compared to FIR-ELM [7]. The training 

method for the output weight for ELM, FIR-ELM, and DFT-ELM is the same which 

is the similarity between them. 

 

 

2.7 Summary 

The bearing data set used in this project is collected based on vibration signal. 

Therefore, this bearing vibration signal is complex because it has nonlinear and non-

stationary characteristics. This is why feature extraction is used in this project. The 

feature extraction method used in this project is Empirical Mode Decomposition, 

where it extracts the important feature and remove the unwanted features. This will 

significantly improve the performance of SLFN. Extracted features will be fed into 

SLFN as input and trained with 4 learning algorithms which are BP, ELM, FIR-ELM 

and DFT-ELM. 
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CHAPTER 3 

METHODOLOGY 

3.1 Project Methodology 

Figure 13 shows the steps in classifying bearing faults using ANN as a classifier. 

 

Figure 13: Methods used to classify bearing faults 

Bearing Fault Data 

The bearing vibration data set provided by NSF I/UCP Centre for Intelligent 

Maintenance is very complex (non-stationary and nonlinear). Therefore, a suitable 

feature extraction method must be used to extract the important features.  

Feature Extraction 

Empirical mode decomposition (EMD) is used as a feature extraction to the complex 

vibration data.  EMD is used because it is better in dealing with non-stationary and 

nonlinear signal as it extracts the frequency component of an original signal. The 

function of EMD is to break the original bearing vibration signal into Intrinsic Mode 

Functions(IMFs). The formulas of EMD method can be referred to equation (1.1) to 

(1.5). 

After extracting IMFs from the original bearing vibration data, it is ready to form a 

feature vector that consists of the energy entropy of the IMFs and energy entropy of 
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the whole signal. Energy entropy of IMFs can be a feature vector of the original 

vibration data because the sum of the energy of each IMF is equal to the energy of the 

original bearing vibration data. The formulas of computing the energy entropy of IMF 

signals can be referred to (1.6) to (1.10). The feature vector is as shown in equation 

(1.8) 

Classifier 

Next, the feature vector is used as an input to the SLFN. A simplified feature vector 

will improve the overall performance, time taken for training and time taken for testing 

of a SLFN. After setting the feature vector as an input to the SLFN, few learning 

algorithms are used to train the SLFN with respect to its desired output response. The 

learning algorithms are BP, ELM, FIR-ELM, and DFT-ELM. 

What is the output of the classifier? 

The desired output response can be divided into four groups which are inner race 

defects, outer race defects, roller element defects and healthy bearing. Since the SLFN 

is only required to classify four groups of bearing fault, therefore, four bits is used to 

represents different group of bearing faults as the desired output response. [1 0 0 0] 

represents healthy bearing, [0 1 0 0] represents inner race defects, [0 0 1 0] represents 

roller element defects, [0 0 0 1] represents outer race defect. After the training the 

SLFN, the process is repeated for the testing phase with different input data. In testing 

phase, a new input data is fed into the EMD to extract its IMFs and then form a 

simplified feature vector. Next, the feature vector is used to evaluate the performance 

of the SLFN which is trained by different learning algorithms. Besides, there is no 

desired output response in testing phase. The trained SLFN model must generate its 

own output response using the new input data and then the testing accuracy is 

computed based on the output response. 
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3.2 Research Methodology 

The research methodology will be explained in detail in the following section. 

 

 

 

 

 

Figure 14: Research Methodology 

3.2.1 Study on existing project. 

During this stage, the author starts exploring all the basic understanding about ANN 

and learning algorithms to train the ANN. The exploration is done by reading the 

existing paper and understand the working principle of the project. All the basic 

knowledge about the ANN and learning algorithms are stated in the Literature Review. 

3.2.2 Design of SLFN 

Single Hidden Layer Feedforward Neural Network (SLFN) consists of 3 layers which 

are input layer, hidden layer and output layer. Besides, there are weights connecting 

between input layer and hidden layer and between hidden layer and output layer as 

shown in Figure 15  

 

 

 

 

 

 

 

 

 

Figure 15: ANN Architecture 

 

 

 

Output Layer 

𝑋2 

𝑋3 

𝑋𝑛 

𝐻1 

𝐻2 

𝐻3 

𝐻𝑁 

𝑂3 

𝑂2 

𝑤𝑛𝑁 𝛽𝑁3 

𝑂4 

Study on the existing 

project 

Design of SLFN Training of SLFN 

Validation the SLFN 

(testing phase) 

Performance 

Evaluation 

Input Layer Hidden Layer 

𝑋1 
𝑂1 𝑤11 𝛽11 



29 
 

• X represents input. 

• W represents input weight (connections between input layer and hidden layer). 

• 𝛽 represents output weight (connections between hidden layer and output layer). 

• n represents number of input layer. 

• N represents number of hidden layer. 

Table 2: Parameters used to model the SLFN 

 

Table 3: Specification of Laptop 

Laptop Specification 

Laptop Acer Aspire v5 

Processor Intel CORE i5 

RAM 4GB 

 

In this project, there are 4 categories of bearing to be classified which are Healthy 

bearing, Inner race defects, Outer race defects and roller element defects. Furthermore, 

the author is using an Acer laptop with i5 processor and 4 GB RAM which will result 

in taking even longer time to process the data. Therefore, 10000 bearing vibration data 

points are processed by EMD and result in 14 IMFs. This is due to the time 

consumption for EMD to extract the IMF from the raw vibration signal. When more 

IMFs need to be extracted, the time taken will increase as well. Hence, 14 IMFs are 

extracted from each category of vibration data (10000 data points) set using EMD. 

Hence, there are 4 sets of 14 IMFs, each set representing different category of bearing. 

The IMFs matrix is as shown below: - 

Parameters Value 

Input layer,  X 14 

Input Weight for BP 

and ELM 

Randomly assigned with a given range.  

Input Weight for 

FIR-ELM 

Assigned based on filter coefficient 

Input Weight for 

DFT-ELM 

Trained with regularization theory with respect to the 

desired frequency response in the hidden layer. 

Hidden Nodes for 

BP 

40 

Hidden nodes for 

ELM 

100 

Hidden nodes for 

FIR-ELM 

50 

Hidden nodes for 

DFT-ELM 

50 

Output nodes 4 
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𝐼𝑀𝐹 =

[
 
 
 
𝑖𝑚𝑓1

1 … 𝑖𝑚𝑓10000
1

𝑖𝑚𝑓1
2 … 𝑖𝑚𝑓10000

2

⋮
𝑖𝑚𝑓1

14

…
…

⋮
𝑖𝑚𝑓10000

14 ]
 
 
 
………………………………………….(6.1) 

Next, all the IMFs will be simplified into a feature vector consist of the energy entropy 

of all IMFs and energy entropy of the whole signal. The feature vector is as shown 

below: - 

[𝐻𝑒𝑛,
𝐸1

𝐸
,
𝐸2

𝐸
,
𝐸3

𝐸
, … ,

𝐸14

𝐸
] = [𝐻𝑒𝑛, 𝐻𝑒𝑛𝐼𝑀𝐹1,𝐻𝑒𝑛𝐼𝑀𝐹2, … , 𝐻𝑒𝑛𝐼𝑀𝐹14]……….. (6.2) 

Based on the feature vector, if 14 IMFs is extracted from the bearing vibration data, 

energy of each IMF must be computed. Hence, there is 14 energy entropies 

(
𝐸1

𝐸
,
𝐸2

𝐸
,
𝐸3

𝐸
, … ,

𝐸14

𝐸
) for 14 IMFs. Hence, an energy entropy feature vector is formed for 

each class of bearing. Since there are four types of bearing to be classified using the 

SLFN, 4 feature vectors are combined to form a matrix and this matrix will be an input 

to the SLFN. Hence, the number of input node in input layer of the SLFN is 14 so that 

the input layer can accommodate 14 extracted energy entropies for each class of 

bearing. Number of hidden node is set to 50 nodes. Output nodes is 4 for 4 classes of 

classification.  

3.2.3 Training of SLFN 

In training phase, the feature matrix is set to be an input to the SLFN and it is ready to 

be feedforward to the output layer to obtain the real output response. The real output 

response will be compared to the desired output response for evaluating the training 

accuracy. As for the ways in computing the output response of SLFN, it is different 

for each learning algorithm. It is explained in detail in Literature Review chapter.  In 

training phase, overfitting must be avoided. Overfitting can be defined as when a 

model tends to fit the training data completely which produces approximately 100% 

training accuracy which in turn worsen the performance of a SLFN in testing phase. 

This can be explained when SLFN fit very well with the training data which will cause 

it unable to fit the testing data and result in the output response to be incorrect and less 

accurate. To overcome this problem, regularization theory is used. The function of 

regularization theory is to overcome overfitting problem. Regularization theory in 

considered in all the learning algorithms. When the value of regularization parameter 

increases, the model will be moving toward underfitting. On the other hand, when the 
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value of regularization parameter decreases, the model will be moving toward 

overfitting. Therefore, the value of regularization parameter must be chosen wisely. 

The aim of the model is to achieve a “just nice” fitting to the data set. 

3.2.4 Validation of SLFN 

In validation of SLFN, new data is used to validate the accuracy of the trained SLFN.  

The new data will undergo feature extraction (EMD) and obtain 14 IMFs for each 

class. Next, the energy entropy of each IMF and energy entropy of the whole signal 

are required to form a feature vector for testing. After the feature vector is formed, it 

is ready to evaluate the SLFN with different learning algorithms. All the feature 

vectors are combined to form a feature matrix. This feature matrix(input) will be 

feedforward to the output layer to obtain an output response. From this output 

response, the fault diagnosis accuracy can be calculated by comparing it to the desired 

output response. The fault diagnosis is measured by using mean squared error (MSE). 

MSE can be defined as the mean of squared difference between real output and desired 

output. The formula of MSE is as shown below: - 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑂 − 𝑇)2𝑛

𝑖=1 ………………………………………………. (6.3) 

Where T represents desired output response, O represents real output response. 

3.2.5 Performance Evaluation 

The diagnosis accuracy obtained in testing phase will be compared to the result of 

existing project to evaluate the performance of model.  The diagnosis accuracy from 

SLFN is expected to be higher than the existing work because most of the exist work 

the fault diagnosis is done by using Back Propagation algorithm.  Back Propagation 

algorithm used a long time to train a SLFN whereas in this project ELM, FIR-ELM, 

and DFT-ELM are used where the training time is 10 times faster than Back 

Propagation algorithm. 
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3.3 Data Set Management 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Figure 16: Steps in Data Processing 

In this section, Figure 16 describes the process of extracting the feature from the raw 

vibration signal. The vibration signal is divided into two parts which are training 

vibration data and testing vibration data. 70% of the raw vibration data (7000 data 
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points) are used for training and 30% of the raw vibration data (3000 data points) are 

used for testing.  

Next, both vibration data sets will undergo a feature extraction process called 

Empirical Mode Decomposition. This process breaks the vibration data into 14 

different Intrinsic Mode Function (IMF) for training and testing data. In order to 

simplify the data, each of the IMFs is the summed up to produce one energy entropy 

that representing a particular IMF. Therefore, there are 14 energy entropies for training 

and testing data. 

Lastly, normalization process is essential to normalize the energy entropy because each 

energy entropy has a large value. 

3.4 Data set and Target set Arrangement 

 

Figure 17: Data set and Target set Arrangement for ANN model 

As shown in Figure 17, the training set and testing set are arranged into four classes 

where red represents Healthy bearing, Orange represents Inner race defects bearing, 

leaf green represent Roller element defects bearing and dark green represents Outer 

race defects bearing.  

Each class in training set has 14 energy entropies. Each energy entropy is calculated 

from the sum of one series of IMF. Take note that, the energy entropies have been 

normalized. Since there are 14 energy entropies in each class, so 14 nodes for input 

layer are required. Besides that, there are 4 classes to be classified in the output layer. 

Therefore, 4 nodes are required for the output layer. 
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As for the number of hidden nodes, the higher the number of hidden nodes, the longer 

it takes to train SLFN and result the better the accuracy. Conversely, when a low 

number of hidden nodes is used, the SLFN can be trained very quickly but the accuracy 

is low. 

 

3.5 Summary 

Feature Extraction(EMD) method is very important to simplify the bearing vibration 

data which is very complex. After feature extraction process, the extracted feature must 

be arranged properly as shown in Figure 17 and then it can be used as an input to the 

SLFN and then trained with BP, ELM, FIR-ELM and DFT-ELM with respect to the 

target output (Supervised learning).  The validation of SLFN is done by using a new 

set of data to feed into the SLFN and then evaluate the error rate of the output. The 

error rate is calculated by using the Mean Squared Error and then performance evaluate 

will be done within 4 learning algorithms 
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CHAPTER 4 

Result and Discussion 

4.1 Vibration signals 

The designed SLFN in this project is required to classify four classes such as healthy 

bearing, inner race defects, outer race defects, and roller element defects. Different 

types of bearing fault will result in different vibration signal. The vibration signal of 

healthy bearing, inner race defect bearing, roller element defect bearing and outer race 

defect bearing are shown in Figure 18, Figure 19, Figure 20, and Figure 21 

respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: Vibration signal of healthy 

bearing 
Figure 19: Vibration signal of inner 

race defects bearing 

Figure 20: Vibration signal of roller 

element defects bearing 

Figure 21: Vibration signal of outer 

race defects bearing 
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Based on the vibration signal in Figure 18, a healthy bearing will maintain constant 

acceleration. However, the defects in bearing can be identified in Figure 19 to Figure 

21 from the sudden gain in acceleration. Take note that 70% of the vibration signal is 

used for training and remaining 30% used for testing. 

4.2 Intrinsic Mode Function 

Identification of the intrinsic oscillatory mode in each time location from a signal is 

the aim of using EMD. EMD is able to break a complex signal into numbers of 

simplified signal which is named as Intrinsic Mode Function. IMF signal consists of 

oscillatory mode in any time location. A signal is considered as IMF if the number of 

extrema and number of zero-crossings are the same [23]. Basically, EMD extracts 

different frequency component from the vibration signal into IMFs. Therefore, IMF 

represents the frequency component of the original signal. For example, if 20 IMFs is 

extracted, the 20th IMF will have less important frequency compared to the first 7 IMFs 

(the signal at 20th IMF is monotonic) because there is not much frequency component 

to be extracted after 19 IMFs have been extracted. Therefore, the higher number of 

IMF can be eliminated because it does not affect the result. 

4.3 Energy Entropy of IMFs 

Energy entropy of IMFs is computed after all the IMFs are successfully decomposed 

from the original bearing vibration signal. The energy entropy of IMF and EMD 

energy entropy can be computed based on the equation from (1.6) to (1.10). Based on 

the existing works, most of them are using the EMD to exacts IMF and then compute 

the energy entropy of all IMFs and EMD energy entropy. EMD energy entropy is the 

energy entropy of the original signal. Energy entropy is computed to further simplify 

the IMF signal into a feature vector. This can improve the overall performance of 

SLFN and training time of the SLFN. 

For the preliminary result, four different classes have been used for classification 

problem using Single Layer Feedforward Neural Network (SLFN). The classes are 

healthy bearing, inner race defects, outer race defects, and roller element fault. The 

vibration signal representing these classes are broken up into IMF by using EMD. 

 



37 
 

 

14 IMFs have been extracted for each class. Based on Figure 22, 14th IMF signal is 

close to a monotonic signal. The extracted IMFs is not fit to be an input to the SLFN 

because the data size is too big. A IMF has 10000 data point, 14 IMFs will have 140000 

data point for one class which will worsen the classification performance. Therefore, 

energy entropy of each IMF  and energy entropy of the whole signal will be calculated 

to form a feature vector that will be an input to the SLFN. 

[𝐻𝑒𝑛,
𝐸1

𝐸
,
𝐸2

𝐸
,
𝐸3

𝐸
,… ,

𝐸𝑛

𝐸
] = [𝐻𝑒𝑛, 𝐻𝑒𝑛𝐼𝑀𝐹1, 𝐻𝑒𝑛𝐼𝑀𝐹2,… ,𝐻𝑒𝑛𝐼𝑀𝐹𝑛] 

Where n = 14 because 14 IMFs have been extracted. 

Calculation formula can be referred to 1.6 to 1.10. 

 

 

 

 

 

 

 

 

 

 

 

Figure 22: 14 IMFs extracted from bearing vibration signal 
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4.4 Classification results of each learning algorithm 

To ease the classification problem, 4 bits are used to classify the four different classes 

of bearing: 

I. [1 0 0 0] represents healthy bearing. 

II. [0 1 0 0] represents Inner race defects. 

III. [0 0 1 0] represents Roller element defects. 

IV. [0 0 0 1] represents Outer race defects. 

Table 4: Classification result using BP algorithm 

BP 

Training Testing 

  

Error Rate: 0.01182 Error Rate: 0.1644 

Training and Testing Time: 45.32 seconds 

 

Table 5: Classification result using ELM algorithm 

ELM 

Training Testing 

  

Error Rate: 0.0021 Error Rate: 0.0633 

Training and Testing Time: 0.002225 second 

 

Table 6: Classification result using FIR-ELM algorithm 

FIR-ELM 

Training Testing 

  

Error Rate: 0.001623 Error Rate: 0.01891 

Training and Testing Time: 0.009862 second 

 

 

[

0.9882 0 0.0137 0.0001
0.0004 0.9739 0.0164 0.0125
0.0109
0.0051

0.0245
0.0094

0.9783 0.0001
0           0.9899

] [

0.9916 0 0.0259 0.0001
0.0001 0.8530 0.0105 0.0795
0.0010
0.0026

0.3994
0.0523

0.7231 0.0013
0           0.9927

] 

[

0.9964 0.0014 0.0013 0.0009
0.0014 0.9965 0.0014 0.0007
0.0013
0.0009

0.0014
0.0007

0.9961 0.0012
0.0012 0.9972

] [

0.9855 0.0161 0.0143 0.0158
0.1059 0.9348 0.0209 0.1921
0.0551
0.0012

0.0156
0.01

0.9482 0.0913
0.0039 0.9950

] 

[

0.9909 0.0030 0.0028 0.0031
0.0030 0.9909 0.0028 0.0032
0.0028
0.0031

0.0028
0.0032

0.9909 0.0036
0.0036 0.9901

] [

0.9918 0.0024 0.0027 0.0021
0.0262 1.0137 0.0162 0.0177
0.0073
0.0067

0.0097
0.0007

0.9942 0.0096
0.0008 0.9847

] 
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Table 7: Classification result using DFT-ELM algorithm 

DFT-ELM 

Training Testing 

  

Error Rate: 0.001434 Error Rate: 0.01870 

Training and Testing Time: 0.00419 second 

 

Table 8: Result comparison between 4 classifiers (algorithms) 

Classifiers 

 BP ELM FIR-ELM DFT-ELM 

Training Error Rate 0.01181 0.0021 0.001623 0.001434 

Testing Error Rate 0.1644 0.0633 0.01891 0.01870 

Training and Testing Time(second) 45.32  0.002225  0.009862  0.00419  

 

Table 4 to Table 7 show the classification result obtained using MATLAB simulation 

for BP, ELM, FIR-ELM and DFT-ELM respectively. In order to compare the error 

rate of four learning algorithms, the training error rate, testing error rate and time taken 

have been tabulated in Table 8. Based on Table 8, DFT-ELM achieved the lowest 

training error rate and testing error rate and then followed by FIR-ELM, ELM, and BP. 

ELM able to achieve a lower error rate compared to BP because different computation 

method is used. BP uses gradient descent method to optimize the input and output 

weight. The disadvantage of this method is that there is possibility where cost function 

converges into local minimum instead of global minimum. Cost function can be 

defined as the squared difference between target value and actual value. As cost 

function converges to local minimum, it is not optimized and this creates a poor input 

and output weight optimization. Besides, in ELM, the SLFN is treated as a linear 

system where the output weight can be optimized by using a generalized inverse of 

hidden layer output matrix. Although ELM performs better than BP, but it shown poor 

robustness when dealing with a input with noise disturbance. As shown in Table 8, 

FIR-ELM achieves a lower error rate compared to ELM because in FIR-ELM, the 

hidden layer is treated as a filter to filter out the noise and improves the structural risk 

and empirical risk. Lastly, DFT-ELM achieves the lowest training error rate and testing 

error rate as compared to BP, ELM and FIR-ELM because the input weight and output 

weight are trained with regularization theory unlike ELM and FIR-ELM. 

[

0.9971 0.0004 0.0016 0.0008
0.0004 0.9980 0.0005 0.0008
0.0016
0.0008

0.0005
0.0008

0.9973 0.0005
0.0005 0.9977

] [

0.9982 0.0002 0.0006 0.0010
0.0113 0.9767 0.0163 0.0027
0.0034
0.0124

0.0031
0.0313

0.9942 0.0002
0.0222 1.0497

] 
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Table 9: Mean Error Rate and Standard Deviation of each learning algorithm 

 BP ELM FIR-ELM DFT-ELM 

 Mean Std. Dev Mean Std. Dev Mean Std. Dev Mean Std. Dev 

Training  0.01181 0.00099 0.00202 0.00012 0.00162 0.00061 0.00143 9.16E-05 

Testing 0.16438 0.09198 0.06325 0.00946 0.01890 0.00757 0.01869 0.00723 

 

For further analysis, the performance comparisons of SLFN classifier trained with BP, 

ELM, FIR-ELM, and DFT-ELM are carried out in term of average Mean Squared 

Error (MSE) over 50 iterations and the standard deviated of 50 iterations has been 

calculated as well. Based on Table 9, BP has the highest sensitivity because it has the 

largest mean MSE and standard deviation and then followed by ELM, FIR-ELM and 

DFT-ELM. Higher standard deviation means that the error rate deviate a lot based on 

the 50 iteration. As a result, DFT-ELM has the lowest sensitivity which mean it has a 

high precision in diagnosing bearing fault, besides, DFT-ELM has the highest 

accuracy as well because it has the lowest mean error rate. 

Table 10: Accuracy of each learning algorithm in bearing fault diagnosis 

Learning algorithms BP ELM FIR-ELM DFT-ELM 

Training Accuracy (%) 98.82 99.79 99.44 99.85 

Testing Accuracy (%) 83.56 93.67 98.11 98.13 

Table 10 shows the accuracy of bearing fault diagnosis of four learning algorithms. 

Based on Table 10, DFT-ELM achieves the highest accuracy, followed by FIR-ELM, 

ELM, and BP respectively. 

4.5 Performance Comparison of Learning Algorithms 

There are two variables to be examined on how they affect the performance of SLFN. 

These variables are number of hidden nodes, and regularization parameter as shown 

in Table 11. First, training error rate, testing error rate, and time taken to train the 

SLFN will be examine while varying the number of hidden layer. 
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Table 11: list of parameters 

Parameters Explanations 

Hidden nodes Hidden nodes is the intermediate layer 

where the input nodes are map to the 

hidden nodes and hidden nodes are map 

to the output nodes. 

Regularization parameter Regularization parameter is a tool used 

to overcome the overfitting problem. 

 

4.5.1 Varying number of hidden nodes 

 

Figure 23: Changes in the training error rate when varying number of hidden nodes 

As shown in Figure 23, as the number of hidden layer increases, the training error rate 

reduces.  
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Figure 24: Changes in testing error rate when varying number of hidden nodes 

As shown in Figure 24, for DFT-ELM, FIR-ELM and ELM, the testing error rate is 

reduced when the number of hidden node increases. However, BP will lost the 

classification capability when the hidden layer got bigger. This is because BP used the 

gradient descent method to optimize the input and output weight. So, when the hidden 

layer is large, the input weight and output weight matrix become large as well which 

will disturb the optimization process of input weight and output weight.  Besides, the 

classification capability of DFT-ELM, FIR-ELM and ELM improved when the 

number of hidden nodes increase. This is due to the simple computation method is 

used as compared to BP. 

 

Figure 25: Time taken for a SLFN(BP) to be trained and tested when varying number of hidden 

nodes 
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Figure 25 shows that the time taken to train and test SLFN increases when the number 

of hidden nodes increases. BP takes the longest time to train SLFN followed by DFT-

ELM, FIR-ELM and ELM. BP takes the longest time to train SLFN because it uses 

gradient descent method to optimize the input and output weight which requires a lot 

of iterations. Whereas, DFT-ELM requires a longer time to train SLFN as compared 

to FIR-ELM when the hidden layer is very big, because input weight in DFT-ELM 

need to be trained by using regularization theory but the input weight in FIR-ELM is 

just an assignment from the FIR filter coefficient. ELM requires the least amount of 

time to train and test the SLFN because it only randomly assigns the input weight 

within a given range without training the input weight like DFT-ELM and simple 

computation method as compared to BP, FIR-ELM and DFT-ELM. 

4.5.2 Varying Regularization Parameter 

On the other hand, by varying value of regularization parameter, it does affect the 

performance of the SLFN. The function of regularization parameter is to overcome 

overfitting problem. When the value of regularization parameter increases, it will 

adjust the fitting toward underfitting. Conversely, when the value of regularization 

parameter become smaller, it will adjust the fitting toward overfitting. The following 

tables, will describe how regularization parameter affects the performance of SLFN. 

Table 12: Performance of BP when varying value of regularization parameter 

  BP 

Regularization 0 

5.00E-

07 

1.00E-

05 0.0001 0.001 0.1 1 

Training Error 

Rate 

0.00644

6 

0.00777

8 

0.01750

8 

0.04791

1 0.2041 

0.61249

7 

0.79056

9 

Testing Error Rate 

0.28116

3 

0.17258

9 

0.11807

1 

0.18738

1 

0.25055

3 

0.61249

7 

0.79056

9 

Cost Function 

2.37E-

05 

0.00012

5 

0.00142

9 

0.00673

7 

0.04776

5 

0.21688

6 

0.31086

3 

Time Taken 

71.8243

6 

47.3940

8 

70.1369

2 

58.3454

7 

65.5949

9 38.7786 

48.6744

3 
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Table 13: Performance of ELM when varying value of regularization parameter 

  ELM 

Regularization 0 

5.00E-

07 

1.00E-

05 

1.00E-

04 0.001 0.1 1 

Training Error 

Rate 

2.27E-

11 

1.05E-

03 

0.01977

2 

0.13184

7 0.35928 

0.43206

8 

0.43291

6 

Testing Error Rate 

1.10205

8 

0.08160

1 

0.06184

5 

0.15722

4 

0.36333

6 

0.43212

9 

0.43292

3 

Time taken 

0.00131

5 

0.00145

7 0.00044 

0.00045

3 

0.00044

5 

0.00046

4 0.00045 

 

Table 14: Performance of FIR-ELM when varying value of regularization parameter 

  FIR-ELM 

Regularization 0 

1.00E-

07 

1.00E-

06 

1.00E-

05 0.001 0.01 1 

Training Error 

Rate 

1.45E-

15 

1.74E-

07 

2.26E-

06 

1.86E-

05 

0.00192

5 

0.01731

6 

0.34746

4 

Testing Error Rate 0.04054 0.02223 0.01312 0.00928 0.007 0.03099 0.349 

Time taken 0.00676 0.00455 0.00471 0.00452 0.00451 0.00496 0.00468 

 

Table 15: Performance of DFT-ELM when varying value of regularization parameter 

 

 

In order to show the effect of overfitting and underfitting on the training and testing 

error rate, the above tables (Table 12 to Table 15) are used to best represent the result. 

As shown in the tables, as the regularization parameter and the training error rate are 

approaching zero, the testing error rate to increases. This is the overfitting problem, 

which means the SLFN fit the training data perfectly until it unable to fit the testing 

data. However, as the regularization parameter approaching one, the training error rate 

and testing error rate will increase because SLFN underfits the training data and as a 

result error rate become high in both training and testing. Therefore, the value of 

  DFT-ELM 

Regularization 0 

1.00E-

07 

1.00E-

05 0.001 0.01 0.1 1 

Training Error 

Rate 

1.45E-

14 

6.57E-

07 

5.82E-

05 

0.00533

4 

0.05576

8 

0.23828

2 

0.40362

6 

Testing Error Rate 

1.09004

7 

0.07347

4 

0.11391

8 

0.13398

4 

0.17588

4 

0.25511

1 

0.39841

3 

Time taken 

0.13726

2 

0.00143

8 

0.00143

4 

0.00160

7 

0.00161

7 

0.00159

8 

0.00227

1 
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regularization parameter must be chosen properly between zero to one to obtain the 

high classification accuracy.  

Besides that, by varying value of regularization parameter, it does not affect much on 

the time taken for training and testing and SLFN as shown in the tables above. 

4.6 Graphical User Interface 

A graphical user interface (GUI) has been created to demonstrate the selection of 

number of hidden layer, learning algorithm, training data and testing data. The 

graphical user interface is as shown in Figure 26. 

 

 

Figure 26: Graphical User Interface 
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Figure 27: Selection of training data and testing data from 5 sets of data. 

 

 

Figure 28: Example Result 

HB represents healthy bearing. 

IRDB represents inner race defect bearing. 

REDB represents roller element bearing defect. 

ORDB represents outer race defect bearing. 
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As shown in Figure 27, there are 5 sets of data for training and testing the SLFN. The 

performance is evaluated in the following Figures. 

 

 

Figure 29: Training error rate of four learning algorithms over 5 different data sets 

 

Figure 30: Testing error rate of four learning algorithms over 5 different data sets. 

Based on Figures 29 and Figure 30, DFT-ELM has the lowest training error rate and 

followed by ELM, FIR-ELM and DFT-ELM. On the other hand, FIR-ELM has slightly 

lower testing error rate as compare to DFT-ELM. ELM ranked as the third lowest 

testing error rate and BP is the highest testing error rate. The testing error rate of BP 

deviate a lot over the 5 different data set. Therefore, BP is very sensitive therefore, BP 

is less robust as compared to ELM, FIR-ELM and DFT-ELM. As shown in Figure 30, 

the testing error rate of ELM, FIR-ELM and DFT-ELM only have a little deviation 
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over the 5 sets of data. In conclusion, SLFN trained by DFT-ELM and FIR-ELM have 

high robustness as compared to SLFN trained by ELM and BP. 
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CHAPTER 5 

Conclusion and Recommendation 

5.1 Conclusion  

Four types of bearing faults have been successfully classified by SLFN trained by four 

algorithms BP, ELM, FIR-ELM and DFT-ELM. EMD is used as a feature extraction 

method to extract the Intrinsic Mode Function (IMF) from bearing vibration signal. 

Next, the energy entropy of each IMF and energy entropy of the whole signal are 

computed to form a feature vector. This feature vector is used as an input to SLFN. 

The combination between EMD and SLFN techniques trained by BP, ELM, FIR-ELM 

and DFT-ELM have been explored and the result shows that it improves the bearing 

fault diagnosis. Based on the result, DFT-ELM gives the highest classification 

accuracy and then followed by FIR-ELM, ELM and BP. The findings of this work also 

prove that BP takes the longest time to train the SLFN. The key contributions of this 

work are DFT-ELM, FIR-ELM and ELM improved the bearing fault diagnosis 

accuracy as compared to BP. 

 

5.2 Recommendation 

In future work, this work will be used for other application such as medical diagnosis, 

tidal prediction, gear box fault diagnosis and stator fault diagnosis. Besides, more data 

will be used to evaluate the performance of SLFN trained by BP, ELM, FIR-ELM and 

DFT-ELM in the future. 
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APPENDICES 

Appendix A 

I. Error rate of ELM reduces as hidden node increases.  

 

II. Time taken to train and test SLFN using ELM increases as number of 

hidden nodes increases. 
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III. Error rate of DFT-ELM reduces as number hidden node increases.  

 

IV. Time taken to train and test SLFN using DFT-ELM increases as number 

of hidden nodes increases. 
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V. Error rate of FIR-ELM reduces as number hidden node increases.  

 

VI. Time taken to train and test SLFN using FIR-ELM increases as number of 

hidden nodes increases. 

 

VII. Training error rate increases as  value of regularization parameter 

increases. 
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VIII. Value of regularization parameter must be chosen properly to avoid 

underfitting and overfitting problem. 
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Appendix B 

I. Graphical User Interface 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


