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ABSTRACT 

 

The analysis shows that the categories of homeless are including individual, people in 

families, chronically homeless individual and veterans. Public are only aware about 

homeless people’s welfare but not their different background. Previous research has 

relied on the traditional method where they collect qualitative data and lead to time 

consuming. We used data from the Housing and Urban Development Department 

(HUD) of US to analyse the number of homeless people in different urbanicity 

category. The increase of homeless people and their background of homelessness are 

clearly identified using Random Forest algorithm. Our findings indicate that the 

homeless came from two main environment which are sheltered and unsheltered. In 

this project, the Python software is used to develop the machine learning algorithm. 

The goal of this project is to predict the numbers of homeless people in different area 

including major city, suburban and rural and apply the machine learning algorithm to 

classify whether they are homeless or not.  
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CHAPTER 1 

INTRODUCTION 
 

1.1 Background of Study  

 

i. Homelessness  

Homelessness is a person, family, or community's lack of secure, safe, 

permanent, adequate home or the near possibility of means and capacity to 

acquire it. It is crucial to remember that this definition does not include all 

forms of homelessness. Different groups of individuals are impacted 

differently, and each person's experience is unique. Homelessness is not just a 

result of housing insecurity. These distinctions are significant when evaluating 

strategies of treating homelessness, because one technique does not apply to 

every community. There are several myths and misunderstandings about 

homelessness. Some feel it is a choice where they believe that those who are 

suffering homelessness can simply pull themselves up "by the bootstraps" if 

they want to, and that they are homeless merely because they are lazy. 

ii. Machine learning  

Machine learning is an artificial intelligence discipline that focuses on 

building systems that can learn from data and improve their accuracy over time 

without being trained to do so. Machine learning today differs from machine 

learning in the past due to advancements in computer technology. It arose from 

pattern recognition and the notion that computers can learn without being 

taught specific tasks. Instead, artificial intelligence researchers wanted to see 

if computers could learn from data. Because models can adapt independently 

as exposed to new data, machine learning's iterative component is critical. They 

rely on previous computations to make consistent, repeatable decisions and 

outcomes. It is not a new science, but it has gained popularity recently. 
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iii. Classification in machine learning  

Classification is a predictive modelling task that predicts a class label 

for a given input data sample. From the standpoint of modelling, classification 

necessitates a training dataset with many instances of inputs and outputs from 

which to learn. A model will utilize the training dataset to determine the 

optimal way to map instances of input data to particular class labels. As a result, 

the training dataset must be sufficiently representative of the issue and contain 

a large number of samples of each class label. 

 

1.2 Problem Statement  

 

Based on non-government organization (NGO) which is UBUNTU Malaysia, 

they stated that the rate of homelessness is increasing year by year (Kay Li, 2018). The 

main explanation for this might be the stagnant economic condition in recent years. 

Homelessness arises when the general population and government are indifferent to 

the plight of the homeless and prefer to overlook the problem. Moreover, there are lack 

of quality data on the background of homeless that lead to inaccuracy, irrelevancy, 

incompleteness, untimeliness, and inconsistency. Also, previous method used by some 

researchers was not advanced enough since they only used traditional method where 

they collect qualitative data by interviewing some homeless people.   

1.3 Objectives  

 

This project’s major goal is to utilize machine learning algorithm that can 

create a classification model for homelessness. This project will help to reduce the 

time to collect data of homeless people. Moreover, other goals that must be met in this 

project are as follows:  

• To predict the numbers of homeless people by using machine learning 

technique.  

• To classify the categories of homelessness in major city, suburban and 

rural area.  
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1.4 Scope of study  

 

This research will process on the dataset of different type of homelessness. The 

machine will train on 3 urbanicity category of homelessness which are major city, 

suburban and rural. A sample of dataset from Department of Housing and Urban 

Development is used for this project. The method will then predict which type of 

homelessness is the highest. To develop this classification algorithm, a Python 

software will be used to train the dataset.  

 

1.5 Significance of Study  

 

This project is important because we want to learn from previous study to 

produce reliable results. Some of previous study indicate that they only use some 

classification method that was hard to understand. So, we enhanced the machine 

learning technique more easily. Also, we want to highlight the importance of humanity 

issues which is homeless by not just being aware of their welfare but also recognize 

their various situation of homelessness.  
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Homelessness  

 

Homelessness is formally defined by the United States government as “lack of 

a fixed, regular, and adequate nighttime residence, and if they sleep in a shelter 

designated for temporary living accommodations or in places not designated for 

human habitation,” according to the Oxford Encyclopedia of Social Work. There are 

two types of homeless which are sheltered and unsheltered. Homeless individuals who 

are sheltered spend the night in emergency shelters or transitional, or temporary, 

accommodation. Homeless individuals who are not sheltered sleep on the streets, in 

automobiles, in abandoned houses, or in other areas not designed for human habitation. 

A lesser-known fact among Malaysians is that 90 percent of the homeless 

population are Malaysian natives, not immigrants (Lia, 2020). Unemployment, low 

income, and domestic violence are the leading causes of homelessness in Malaysia. 

Contrary to popular belief, most of Malaysia's homeless are working-class people who 

cannot afford a place to live due to a lack of a consistent source of income. According 

to the findings of this study, the homeless underused healthcare facilities, which might 

be attributed to their inability to pay as well as their physical limitations (Aizuddin et 

al., 2019). However, this study discovered that their salary was very low, making it 

impossible for them to even rent a room in Kuala Lumpur. 

It is not easy to obtain accurate data about homelessness. The most recent 

figures are from a study conducted in February 2016 by the Kuala Lumpur City 

Council (DBKL), which estimates the city's homeless population to be between 1,500 

and 2,000 people (Irsyad, 2016). In actuality, previous Social Welfare Department 

(JKM) findings from a study of 1,387 homeless people in Kuala Lumpur indicated that 

just 4.8 percent of them took narcotics (Yani et al., 2016). Thus, individual and 

systemic factors are the two types of variables that influence homelessness. Individual 

factors are personal experiences in a person's life that may have led to their ending up 
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homeless. Mental health difficulties, a lack of familial support, substance misuse, a 

history with the criminal justice system, traumatic events and poverty are examples of 

these. 

Furthermore, according to the findings, being homeless is an action identified 

by a gradual deterioration of one's resilience due to a series of unpleasant experiences 

in someone's life (Mabhala et al., 2016). For example, losing a significant person in 

someone's life and being in an abusive environment were two of the most commonly 

mentioned occurrences. The findings also reveal that the last stage of homelessness is 

a total collapse of relationships with the individuals with whom they live. The 

following are the most prevalent behaviours identified by participants as a primary 

cause of breakdown: drug addiction, drinking, self-harm, and disruptive behaviour. So 

it is also in legal problems, including burglary, criminal offences, arson, convictions 

and theft.   

2.2 Existing Application of Machine Learning Method  
 

Application of machine learning is important in making decision, improve 

accuracy and efficiency while eliminating the risk of human mistake. Most 

administrative data sets do not adequately represent homelessness, making it difficult 

to determine how, when, and where this group may be effectively supported (Byrne et 

al., 2020). A connected database was utilised in this study to collect data on over five 

million people in Massachusetts. The model performed well in terms of specificity, 

sensitivity, and classification properties. Byrne et al. (2020) stated that they also 

looked at the connection between model anticipated homeless status and fatal opioid 

overdoses and found that model predicted homeless status was associated with an 

approximately 23-fold increase in the likelihood of fatal opioid overdose. 

Moreover, given demographic and service consumption data, the Municipal 

Government of London, Canada, launched an effort to develop a prediction model that 

properly forecasts the probability that an individual would become chronically 

homeless 6 months in the future (VanBerlo et al., 2020). London is one of several 

Canadian communities that utilise the Homeless Individuals and Families Information 

System (HIFIS) programme to coordinate service delivery for homeless people. In 

reality, it was the HIFIS database administrator from the Information Technology 

Services division who first questioned if the data in the HIFIS database might be used 
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to forecast chronic homelessness. Furthermore, the possibility of using this data in the 

first place was dependent on a solid data governance basis. In our research, we 

explored a number of different modelling approaches (VanBerlo et al., 2020). The 

following are the possible modelling techniques: Logistic regression, Random Forest, 

XGBoost, Multilayer perceptron and Hybrid recurrent neural network + multilayer 

perceptron. To meet the transparency requirements, an explainability method known 

as Local Interpretable Model-Agnostic Explanations was used (Ribeiro et al., 2016). 

LIME is model-independent, which means it may be used to generate explanations for 

any sort of black box model. LIME finds the aspects of an example that most 

significantly contribute to the prediction of a model. LIME returns a list of weights for 

each feature value. Positive weights indicate that the characteristic led to a positive 

prediction that is chronic homelessness, whereas negative weights indicate that the 

feature contributed to a negative prediction that is not chronically homeless. 

Other than that, with almost 60,000 individuals now living in public shelters, 

New York City is dealing with an ever-increasing homeless population (Hong et al., 

2018). In 2015, about 25% of families lived in a shelter for more than nine months, 

and 17% of families with children who left a homeless shelter returned to the system 

within 30 days of leaving. This means that “long-term” shelter inhabitants and those 

who re-enter shelters contribute significantly to the increase in the homeless 

population staying in municipal shelters, as well as systemic challenges in securing 

suitable permanent housing. This article focuses on our early work with Win (Women 

in Need) shelters to better understand the factors that impact homeless family 

readmission and stay duration. They provide a centralised database of the homeless 

population served by Win shelters, which includes over 6,000 homeless families. They 

utilise an unsupervised clustering approach and logistic regression models to discover 

long-term length-of-stay and factors of re-entry. Age, citizenship, medical problems, 

occupation, and foster care history or shelter stays as a child have all been identified 

as important indicators. The K-means clustering results show three primary groups 

corresponding to previous typologies of episodically homeless, chronically homeless 

and transitionally homeless. Controlling for other characteristics, the probability of 

younger clients being readmitted is less. However, this connection flips when age is 

combined with medical conditions or race (Hong et al., 2018). 
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2.3 Advantages of Random Forest Algorithm 

 

A random forest is a machine learning technique for solving classification and 

regression problems. It makes use of ensemble learning, which is a technique for 

solving complicated problems by combining several classifiers. Many decision trees 

make up a random forest algorithm. Bagging or bootstrap aggregation are used to train 

the 'forest' formed by the random forest method. Bagging is a meta-algorithm that 

increases the accuracy of machine learning methods by grouping them together. 

The random forest algorithm determines the outcome based on decision tree 

predictions. It forecasts by averaging or averaging the output of various trees. The 

precision of the result improves as the number of trees grows. A random forest method 

overcomes the drawbacks of a decision tree algorithm. It reduces dataset overfitting 

and improves precision. It generates forecasts without requiring a large number of 

package setups like scikit-learn (Mbaabu, 2020). 

There are some advantages of being using Random Forest classifier in our 

project which is there is no need to scale the features. Random Forest does not require 

feature scaling which are standardisation and normalisation because it uses a rule-

based method rather than distance calculation (Kumar, 2019). 

Furthermore, Random Forest is effectively handling non-linear parameters. 

Unlike curve-based algorithms, non-linear parameters have no effect on the 

performance of a Random Forest. As a result, if the independent variables are highly 

nonlinear, Random Forest may outperform conventional curve-based methods. 
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CHAPTER 3 

 

METHODOLOGY 
 

3.1 CRISP-DM Methodology  

 

 

Figure 1: CRISP-DM Methodology 

 

In the year 1996, a technique used to develop data mining projects is CRISP-

DM. It stands for Cross Industry Standard Process for Data Mining. A Data Mining 

project is conceptualised in six stages, with cycle iterations dependent on developer 

requests. The steps involved include Business Understanding, Data Understanding, 

Data Preparation, Modeling, Evaluation, and Deployment. 

Firstly, the business understanding stage. Its objective is to offer context for 

the goals and data so that the engineer or developer understands the value of data in 
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that particular business model. It comprises document reading, specific field learning, 

and many ways they help the development team, such as making queries about critical 

context. As a result of this phase, the development team now understands the project's 

background. The project's goals should be established before the project begins. For 

example, the development team should be aware that the aim is to increase sales, and 

once that phase is complete, the team should understand what the client sells and how 

they sell it. 

Secondly, the data understanding stage where it means to determines what can 

be expected and accomplished using the data. It considers data governance 

compliance, data completeness and value distributions when determining data quality. 

This stage is a crucial part of the project because it determines how feasible and reliable 

the final results will be. In this stage, we look for ways to make the information more 

valuable. The development team should first learn about the business and how that 

information benefits it when they are unsure about the data significance or usage. 

Because of this stage, data scientists now understand how, in terms of data, the result 

should fulfil the project's goals, what algorithm and process deliver that result, how 

the data is current, and how it should be helpful to the algorithm and process involved. 

Data preparation is the third stage, including the Extract, Transform and Load 

(ETLs) or Extract, Load and Transform (ELTs) process, which employs algorithms 

and methods to transform data into something usable. Thus, data engineers and data 

scientists are responsible for standardising information when data governance 

standards are not followed or implemented in an organisation. Similarly, some 

algorithms perform better with specific parameters, while others refuse to accept non-

numerical values and do not work well with a wide range of values. The development 

team, on the other hand, is responsible for standardising data. 

Next, the centre of the machine learning project is modelling, which is at the 

fourth stage. The satisfied outcome or the project’s objective achievement contribution 

are performing in this stage. Although this is the most glamorous phase of the project, 

it is also the quickest because there is nothing to change if everything else has been 

done well. The technique is designed to go back to data preparation and enhance the 

current data if the results can be improved. This is where we choose the right modelling 

whether it is supervised learning, unsupervised learning and reinforcement learning.   
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The user must ensure that the findings are legitimate and correct in the fifth 

stage, evaluation. If the results are incorrect, the method allows a return to the first 

stage to determine the false results. On most data science projects, testing and training 

data were divided by the data scientist. This stage uses the testing data to ensure that 

the model that emerges from the modelling process is accurate. The confusion matrix 

is one approach to validating findings in the context of supervised learning, for 

example, categorising things. 

In the end, the deployment stage which entails presenting the findings in a 

usable and understandable format to achieve the project's objectives. It is the only stage 

that is not part of a cycle. Depending on the ultimate user, a practical and 

understandable approach may differ.  

 

 

Figure 2: CRISP-DM Tasks and Outcomes 
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3.2 Machine Learning Workflow 

 

 

Figure 3: Project Flowchart 

 

Machine learning workflows specify the actions that must be taken throughout 

a certain machine learning implementation. Machine learning workflows differ 

depending on the project, but four fundamental steps are usually covered. 

  One of the most essential steps in machine learning workflows is data 

collection. With the quality of the data we acquire during data collection, we define 

the potential usefulness and accuracy of this project. To gather data, we must first 

identify our sources and then combine data from those sources into a single dataset. 

This might include obtaining homelessness data sets from Department of Housing and 

Urban Development.  

 After we have collected our data, we will need to pre-process it. Cleaning, 

validating, and converting data into a useable dataset is what pre-processing entails. 

This may be a very simple procedure if we collect data from a single source. However, 

if we are aggregating data from many sources, we must ensure that the data formats 

match, that the data is similarly credible, and that any potential duplicates are removed. 

 The next step is to build a dataset. This step divides the processed data into 

three datasets: training, validating, and testing. For the training set, it is used to teach 

the algorithm how to handle data and train it. The parameters in this set define 

classifications of model. Next, the accuracy of the model is evaluated using the 
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validation set and the parameters of the model are adjusted using this dataset. In 

addition, the test set is utilized to check the accuracy and performance of the models 

and is meant to draw attention to any flaws or inconsistencies in the model. 

Once we have our datasets, we train our model. This entails giving our training 

data to our algorithm so that it may learn proper classification parameters and features. 

After training, we use our validation dataset to refine the model. This may require 

changing or removing variables, as well as fine-tuning model-specific settings which 

is hyperparameters until an acceptable level of accuracy is achieved. 

Finally, when we have identified an appropriate collection of hyperparameters 

and optimized our model's accuracy, we can test our model. Testing makes use of our 

test dataset and is intended to ensure that our models employ accurate features. We 

may return to training the model to increase accuracy, modify output parameters, or 

deploy the model as needed based on the input we get. 

  



13 
 

3.3 Steps in Machine Learning  

 

 

Figure 4: 7 Steps in Machine Learning 

 

1. Data collection 

This phase is crucial because the quality and quantity of data we collect 

will directly impact the success of our prediction model. The information we 

gather for this project will be the various backgrounds of sheltered and 

unsheltered homeless people in different areas. The dataset that we collect is 

from HUD. 

2. Data preparation  

The process of loading our data into a suitable location and preparing 

it for machine learning training is known as data preparation. We will begin by 

gathering all of our information and then randomize the order. We do not want 

the demand of our facts to affect what we learn because it has nothing to do 

with determining whether a homeless person is sheltered or unsheltered. This 

is also an excellent opportunity to perform any relevant data visualizations to 

see any important correlations between various factors to see any data 

imbalances. So, we will need to split the data into two sections as well. The 

majority of the dataset will be in the first section, which will train our model. 

The performance of our trained model will be evaluated in the second section. 
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• Removing null values from dataset 

In data preparation step, we do data cleansing method. After we have 

examined our data, we should remove some of the rows that have null 

values. One of the most crucial phases in data preparation is removing 

null values from the dataset. Any machine learning algorithm's 

performance and accuracy suffer as a result of these null values. As a 

result, it is critical to eliminate null values from a dataset before using 

a machine learning algorithm on it. Although some algorithms, such as 

XGBoost, have built-in support for null values, we should still do it 

manually as a best practice when preparing the data. 

 

In this HUD dataset, the initial dataset has 3008 rows and 332 columns. 

We removed rows that have null values by using ‘dropna’ method from 

the columns: 

i. total sheltered - HUD PIT 

ii. total unsheltered - HUD PIT 

iii. total homeless - HUD PIT 

iv. individuals sheltered - HUD PIT 

v. individuals unsheltered - HUD PIT 

vi. total individuals - HUD PIT 

vii. persons in families sheltered - HUD PIT 

viii. persons in Families unsheltered - HUD PIT 

ix. total persons in families - HUD PIT 

x. total chronically homeless individuals - HUD PIT 

xi. total chronically homeless persons in families - HUD PIT 

xii. total veterans - HUD PIT 

After we have done removing rows from the mentioned columns, there 

are 1871 rows remaining.  

• Removing unwanted columns from dataset 

From the dataset, we also realized that we do not want the columns that 

have object datatype. So, we remove them by using drop method and 

select the subset continuum of care number (cocnumber) and state 
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abbreviation (state_abr). The results shows that there are 330 remaining 

columns.  

 

3. Choose a model 

The next stage in our process is to select a model. Over the years, 

academics and data scientists have developed a variety of models. Some are 

better suited to visual data, while others are better suited to sequences like 

music data, numerical data, and text-based data. In this project, since we divide 

them into two categories which are sheltered and unsheltered homeless, we use 

Random Forest model which has a significantly reduced time complexity. 

4. Training  

Move on to the widely considered the most important machine learning 

aspect which is training. In this case, we use the portion of the data set 

designated for training to teach our model to determine whether they come 

from different areas urbanicity category of homeless. In mathematical words, 

the inputs which are our two features, would have coefficients. These 

coefficients are known as feature weights. A constant or y-intercept would also 

be included. This is referred regarded as the model's bias. Their values are 

determined by trial and error. We begin by assigning them random values and 

providing inputs. The obtained output is compared to the actual output, and the 

disparity is reduced by experimenting with different weights and biases values. 

Iterations are performed using different entries from our training data set until 

the model achieves the required degree of accuracy. 

5. Evaluation  

It is time to put the model to the evaluation after being trained to see if 

it is any good. This is where the previously saved dataset comes in handy. By 

evaluating our model, we can test it against data that has never been used for 

training. In addition, this statistic allows us to forecast how the model will 

perform when faced with data it hasn't seen before. This is meant to show how 

the model might work in real life. 
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6. Parameter tuning  

After we have completed our evaluation, we might want to see if there 

is any way we can improve our training. By fine-tuning our parameters, we can 

accomplish this. When we trained, we made some implicit assumptions about 

a few parameters, and now is a good time to double-check those assumptions 

and experiment with different values. One example would be the number of 

times we go over the training dataset during training. It means that rather than 

just once, we can "display" the model our entire dataset multiple times. This 

can sometimes lead to increased precision. The "learning rate" is another 

variable to consider. It means that the distance of the shift line during each step 

according to the previous training phase. All of these variables impact the 

accuracy of our model and the time taken to train the model. 

7. Prediction  

Data is used by machine learning to respond to queries. The questions’ 

answers we get are in the inference or prediction stage. This is where all of our 

efforts come together and where the value of machine learning is recognized. 

Finally, given the different types of homeless, we can use our algorithm to 

predict the number of homeless people in different urbanicity category.  
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3.4 Gantt Chart 

 

Table 1: Project Gantt Chart 

 

 

For phase 1 business understanding which is during the first week, we 

determine the business objectives where the objectives of this project are to 

analyze the background of homeless and do the predictive analytics for 

homeless in different urbanicity categories. Then we will assess the situation 

where we will find the risk for this project where sometimes it does not follow 

the timeline. Next, we determine the data mining goals where we want to build 

a model using available homeless data to predict the likelihood of individual 

being homeless. 

Next, phase 2 is data understanding during week 2. We collect initial 

data from HUD.  We also describe the data referring to their data dictionary, 

explore the data to enhance our understanding for future data preparation. 

Lastly, we verify the data quality to help us in identifying data errors that need 

to be solved.   

Onto the data preparation phase during week 3 and 4, where we select 

data that are relevant to be insert in our prediction method later. Then, we do 

data cleansing to remove certain data from initial data such as removing null 
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values, remove attributes that have the datatype object and so on. We also do 

data reformatting by changing the datatype from float to integer.  

In phase 4 which is modeling, it takes time to select the right modelling 

technique which is random forest and compare with linear regression algorithm 

as well. We build the model by using certain machine learning libraries like 

Scikit-learn.  

In the evaluation phase during week 11, we evaluate the results where 

we do training and testing the dataset. We get the accuracy of all the model we 

select to see their performance. Then we review the process again to make sure 

the model is meeting the accuracy.   

Finally, the deployment which is we produce the final report and review 

the project to our supervisor to meet the current objective of our project.  
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CHAPTER 4  

RESULTS AND DISCUSSIONS 
 

4.1 Exploratory Data Analysis  

 

In this exploratory data analysis, we analyze few descriptive analytics for the 

dataset and create data visualization to enhance our understanding based on the 

different background of homeless. We run a few codes and create some charts such as 

bar graph and pie chart to conclude the overall study of homelessness.  

 

 

Figure 5: Dataframe datatypes 

Figure above shows that we run the code by using df.dtypes where we want to 

display the dataframe datatypes. The output shows that it includes integer, object and 

float datatypes.  
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Figure 6: Dataframe head 

Figure above shows when we want to display only first 5 rows of the dataset. 

The dataframe only display the data from the year 2010 to 2014 from cocnumber ‘AK-

500’. 

 

Figure 7: Null Values Checking 

Moreover, we want to check whether there are null values or not in the dataset. 

We use df.isnull().sum() to visualize the columns that have null values. For example, 

figure above shows that there are 14 rows that have null values came from column 

“pit_tot_shelt_pit_hud”, “pit_tot_unshelt_pit_hud”, “pit_tot_hless_pit_hud” which is 

the total sheltered, total unsheltered, total homeless that came from HUD.  
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Figure 8: Bar Graph of Major City Homeless 

Figure above shows that for 0 number, it indicates that it is not from major city 

homeless, while 1 is homeless from major city. The number of people experience 

homelessness from 2010 until 2017 at major city is only 832 people. The people who 

were not experiencing homelessness in major city is higher which is 2176 people.   

 

Figure 9: Bar Graph of Suburban Homeless 

Onto the suburban area, it shows that the number of people experience 

homelessness from 2010 until 2017 at suburban is only 1280 people. The people who 

were not experiencing homelessness in suburban is higher which is 2176 people.   
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Figure 10: Bar Graph of Rural Homeless 

 

For rural area, the number of people experience homelessness from 2010 until 

2017 is lower than people are not coming from rural which is only 896 people. The 

people who were not experiencing homelessness in rural is higher which is 2112 

people. 

 

Figure 11: Pie Chart of Urbanicity Category 

 

From the pie chart above, we can see that there are 3 different areas people 

undergo homelessness which are city, suburban and rural. Homeless that came from 

suburban area has the highest percentage where 42.55% is a collection of mostly 

residential properties that are not tightly packed but are close to a densely packed 

metropolitan area. People that are undergo city homelessness is higher than in rural 

area which is 29.79%. The difference between city and rural area is only 2.13%. 

Homeless from rural area experience the least which is only 27.66% because their 

poverty rate is high, their income is insufficient and mostly unemployed.  



23 
 

4.2 Comparative Study between Random Forest and Linear Regression 

Algorithm 

 

In this comparative study, we discover different type of algorithm and 

differentiate the results from Random Forest and Linear Regression algorithm. There 

are a few steps we conduct during this study.  

Random Forest  

a) Choose the main column for major city, suburban and rural  

In this step, we create a dataframe where we only select important columns that 

we want to classify. There are only 10 columns that we have chosen which are:  

i. total sheltered - HUD PIT 

ii. total unsheltered - HUD PIT 

iii. individuals sheltered - HUD PIT 

iv. individuals unsheltered - HUD PIT 

v. persons in families sheltered - HUD PIT 

vi. persons in Families unsheltered - HUD PIT 

vii. total chronically homeless individuals - HUD PIT 

viii. total chronically homeless persons in families - HUD PIT 

ix. total veterans - HUD PIT 

x. major city / suburban / rural  

 

b) Fill in the null values with mean 

This is the statistical procedure for dealing with null values. When compared 

to deleting null values, this approach produces good results. When the data is 

regularly distributed, the mean of the numerical column data is utilized to 

replace null values. For example in this dataframe, we run the code 

majorcity.fillna(majorcity.mean(), inplace=True) to fill the null values with 

mean.  
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c) Split the data into train and test (X and Y) 

• Firstly, we must remove major_city column. 

 

Figure 12: X and Y Data Splitting 

• Then we import the sklearn library and partition the major city data into 

train and test sets. We have used the 'train_test_split' function to split 

the data in an 80:20 ratio, which means that 80% of the data will be 

used to train the model and 20% will be used to test the model. 

 

Figure 13: Import Library 

• Next, we train the major city dataset.  

 

Figure 14: X training 

• Test the major city dataset. 

 

Figure 15: X testing 
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• Train the major_city column. 

 

Figure 16: Y training 

 

• Test the major_city column.  

 

Figure 17: Y testing 
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d) Modeling  

• Use Random Forest Classifier  

 

Figure 18: Random Forest Classifier Code 

e) Evaluation  

• Calculate the accuracy score, display the confusion matrix and 

classification report.  

 

Figure 19: Accuracy Score, Confusion Matrix, Classification Report 

 

Figure above shows that the accuracy score is 83% which is suitable 

for modeling.  
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Figure 20: True Positive, True Negative, False Positive, False Negative 
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We can use accuracy, which will provide us correctly classified results, 

when our classes are about equal in size. For classification problems, 

accuracy is a popular evaluation parameter. It's the number of right 

guesses divided by the total number of predictions. 

 

Accuracy can become an unreliable criterion for judging our 

performance when there is a class imbalance (Chauhan, 2020). For 

example, if we had a 99/1 split between two classes, A and B, with B 

being our positive class and A being the unusual event, we could 

develop a model that was 99 percent accurate by simply declaring 

everything belonged to class A. Obviously, we shouldn't bother 

creating a model if it doesn't help us identify class B; as a result, we'll 

need different metrics to discourage this behaviour. Instead of 

accuracy, precision and recall are used. 

 

The true positive rate (TPR), which is the ratio of genuine positives to 

everything positive, is determined by recall. The model that classifies 

everything as A would have a recall of 0% for the positive class, B 

(precision would be undefined — 0/0) in the case of the 99/1 split 

between classes A and B. In the presence of a class imbalance, precision 

and recall provide a superior approach of measuring model 

performance. They'll inform us that the model isn't really useful in our 

situation. 

 

The F1 score is the harmonic mean of precision and memory, with 1 

(perfect precision and recall) being the highest and 0 being the worst. 

Extreme values are punished more severely in an F1 score. In the 

following classification circumstances, an F1 Score could be an 

effective evaluation metric: Whether FP and FN are both similarly 

expensive that is, when they miss real positives or uncover false 

positives, they have nearly identical effects on the model. Adding new 

data won't impact the outcome because the TN is so high. 
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f) Hyperparameter tuning (random grid) 

 

 

Figure 21: Hyperparameter Tuning 

 

g) Make prediction  

 

 

Figure 22: Homeless Prediction in Major City 

 

 

The final results shows that if the output is 1, it means that the homeless 

experience the homeless in major city, while 0 is not experiencing homeless 

from major city.  
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Linear Regression  

For comparing the result between linear regression and random forest, the 

differences are from modeling and evaluation part. Other steps remain the same. Figure 

below shows the accuracy score, confusion matrix and classification report for Linear 

Regression.  

 

Figure 23: Accuracy Score for Linear Regression 

 

Based on the figure above, it shows that the accuracy score for linear regression 

is low which is only 57%. There are a few reasons why this algorithm is not suitable 

for classification. The first is that Linear Regression is concerned with continuous 

values, whereas classification issues require discrete values. The second issue is that 

when new data points are added, the threshold value shifts (Narasimhan, 2021).  
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Figure 24: Model Fitting and Print Parameter 

 

 

Figure 25: Summary of Model 
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Figure 26: Predict values test dataset, R square for train data and calculating root mean squared error 

 

 

Figure 27: Scatter Plot for Train Data 

The range of "homeless" values seen in the training dataset is clearly outside the range 

of predicted homeless. A Linear Regression model constructed a linear model on the 

data, as the name implies. The formula y = mx+C is a simple way to think about it. As 

a result, because it fits a linear model, it can predict values from outside the training 

set. It has the ability to extrapolate from the data. 
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CHAPTER 5 

 

CONCLUSION AND FUTURE WORK 
 

5.1 Conclusion  

 

In conclusion, the machine learning method used for this project is 

classification. Machine learning includes the key processes involved in the 

transformation of raw data into training data sets capable of allowing a system's 

decision making. This project used Random Forest algorithm as it best at determining 

which area category a homeless belongs to and predict the number of homeless. When 

presented with never-before-seen data, the model is trained to detect the underlying 

patterns and relationships between the input data and the output labels, allowing it to 

produce accurate labelling results. 

 

5.2 Future Work 

 

 CRISP-DM is a future-proof option for anyone looking to solve data science 

problems because of its flexible and iterative approach. While it is critical to develop 

a unique method, it is also important to remember that using CRISP-DM adds 

professionalism and consistency to operational procedures. In the future, we might 

develop more enhance existing methods on classifying the homeless background and 

collect more data about them.   
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Some codes run from Jupyter Notebook. 
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