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Abstract 

Facial recognition nowadays has been a popular choice in biometric authentication 

where it makes use of machine learning to perform its task of recognizing faces whether 

it be in a public or private property. Machine learning in the facial detection context can 

be trained to recognize faces by using an algorithm for it to perform its task such as 

training and testing process for accuracy of face recognition. YOLO algorithm has been 

proven to be popular in object detection with its capability of real-time detecting 

multiple objects in a fast and accurate manner. Though detecting face can also be a 

challenge depending on the situation such as wearing a mask and sunglasses that 

generally block faces from being scanned. Effective training needs to be conducted for 

it to perform as intended. In the past, the method of face detection lacks accuracy where 

it yields a poor result. This paper focuses on whether YOLO is capable of processing 

facial detection and using dlib library as facial recognition as authentication method in 

the context of the problem statement by testing and doing a comparison with Raspberry 

Pi 4B and a desktop that acts as the machine. This paper will also share Raspberry Pi 

4B’s capabilities in conducting facial recognition in terms of speed and accuracy that is 

if the purpose can be fulfilled. 
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Chapter 1: Introduction 

1.1 Background 

In recent years, House break-in and theft cases had been increasing and one of the 

countries that I would like to take in is as an example of this research is Malaysia as it is 

the closes resource that can be obtained and easier to do research on. Based on the 

Crime Statistic rate that is being provided by the Polis Diraja Malaysia from 2018 and 

2019 showed that House break-in and theft had been one of the few major crimes that 

and continues to haunt the community security (Crime Statistics, Malaysia, 2018, 2018; 

Crime Statistics, Malaysia, 2020, 2020). To decrease the number of crime cases, facial 

recognition must be utilized to increase the security aspect inside the gated community 

in Malaysia.   

1.1.1 Privacy concern 

Privacy has been one of the topics that concern people the most especially with 

the implementation of Facial recognition technology that may invade people’s privacy. 

The sole idea of being recognized and tracked in a private area by an authority for their 

benefits is what kept people protesting since it is being done without consent that results 

in an invasion of privacy. With the Malaysia Personal Data Protection (PDP) Act 2010 

being introduced, the policy of processing user’s data has been more defined where if 

their purpose is by processing personal data is not for the benefit of the “data processor” 

then it is considered legal based on section 4.  

To avoid having issues when processing personal data, the intention, and benefits of the 

“data processor” should be transparent with those whose data is being used. Section 9 of 

the PDP act 2010 defined more on the security principle when processing Users 

personal data and from here it can conclude that the usage of personal data is legal 

except for the purpose of misuse of data, modification, unauthorized or accidental 

access or disclosure and alteration or destruction of data. With that in mind, initially the 

consent form should include everything that describes the process that involves in 

personal data and as well as the benefits for them to comply with the policy. 



2 
  

1.1.2 Implementation 

Facial recognition technology is reliable compared to the traditional CCTV 

monitoring method where it requires human to run the process of recognizing potential 

threats and identifying human behavior. Making use machine for facial recognition has 

been far common in this 21st century where it is being use for security purposes such as 

authentication and identification of people. This technology can be seen and utilize at 

international airport, for homeland defense, and even schools (Andrejevic & Selwyn, 

2020; Anusha et al., 2020). In this scenario, facial will be located specifically at the gate 

of the community where it monitors the incoming and outgoing traffic.   

1.1.3 Overview of the algorithm  

The facial recognition will utilize on YOLO algorithm for training and testing, 

and facial detection. YOLO algorithm is a state-of-the-art deep learning framework that 

is famous for detecting object fast in real-time (Garg et al., 2018). YOLO algorithm is 

also based on Convolutional Neural Network algorithm which is a popular method for 

facial recognition and fast image processing. Face detection should be in a fast manner 

where YOLO can be put in use for its benefits fast object detection. YOLO framework 

is becoming drastically fast and accurate for detection with the help of Neural network 

(Garg et al., 2018). How its work is that from each images have a bounding box where 

it generates by region-based CNN to then run classifier with on those bounding boxes. 

The bounding boxes will later be refined with post-processing such as non-maximum 

suppression to eliminate duplication detection. To put in in comparison, a single CNN 

can predict multiple bounding boxes and class probabilities of objects (Garg et al., 

2018). YOLO algorithm can achieve fast detection with the capability of optimizing its 

performance where a single neural network is applied onto each image during the 

training and test time. It encodes the information about the appearance and the classes. 
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1.2 Problem Statement 

House break-in and theft had been one of the few major crime cases that challenges the 

security of gated community. With the existing security implementation, attackers have 

always found a way to exploit this security and thus results in house break in.  

There can be many factors that can contribute towards this crime case. With the absence 

of security protocol and poor security implementation that does not cover every aspect 

of the environment, it will open towards a lot of possibility that can harm the residents 

inside the community. Usually with the existing security protocol inside a gated 

community, outsiders are prompt to key in their personal information such as phone 

numbers or Information Card (IC) and CCTV is being used to record and monitor daily 

activity. Some of which uses RFID as an authentication as the security protocol. While 

commonly there is RFID access, CCTV, and security guard, it is rarely that facial 

recognition is being in to use as authentication or recognition at gated community. In an 

effort to decrease the crime case rate, applying this technology will help to improve the 

security of gated community to be better on recognizing residents and deterring 

attackers.  
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 1.3 Scope of study 
This primary focus of the study is to utilize the facial recognition technology at 

the gate of the community for the purpose of authentication of residents and monitoring 

the traffic incoming and outgoing people. As such method of facial recognition and 

facial detection which rely on deep learning algorithm to be able to identify residents 

between outsiders. In other words, is to research on how and what machine learning 

algorithm to use that is efficient and accurate for facial recognition for security 

biometric authentication. The accuracy may differ on which type of algorithm and 

dataset used. The parts that is necessary to do research in order to understand how facial 

recognition processes the data by learning the process and architecture of facial 

detection to find suit for fast facial detection and training algorithm for the machine to 

perform image processing. Deep learning, which is a subfield of the machine learning 

that introduces varieties of algorithms and method of training such as You Only Look 

Once (YOLO). YOLO algorithm is going to be used for facial detection while dlib 

facial recognition library is used for image classification in this research. As such, I will 

do research on which is architecture if best suit in problem statement scenario. 

Languages like python opens a lot of flexibility to interact with the camera and machine 

itself and with this, logging the traffic should be possible to monitor the traffic. 

1.3.1 Objective 

The objective of this research is as follows. 

• To be able to capture images from live camera and save inside a folder 

• To be able to differentiate between residents and outsider/visitor 

• To be able to log the face traffic going inside and outside of the community 

The first objective test on whether the facial detection method is able to capture and 

save for image classification or not. Furthermore, the images being saved by OpenCV 

should also be used for logging purposes. The second objective is defined as to the 

machine being able to differentiate between the residents and outsiders with the dataset 

of residents being trained by the machine. If proven to be successful, the third objective 

will easier for the machine to classify by logging the traffic of who is going inside and 

outside of the community. It is often that facial recognition being applied to Raspberry 
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Pi 3 where it prove to be reliable (Sutabri et al., 2019; Syafeeza et al., 2020) but to 

apply Deep learning method such as YOLO could be a challenge.  

Chapter 2: Literature review  
This section will discuss on relevant literature that will help upon conducting this 

research. With further examination, each authors uses various method of facial 

recognition.  

2.1 Facial recognition algorithms 
Through the topic of facial recognition, the popular methods are Convolutional Neural 

Network (CNN) which is a state-of-the-art Deep Learning algorithm. CNN are a type of 

neural network that is quite similar to regular neural networks. To be able to understand 

on how YOLO algorithm generally works, we should also understand how CNN 

processes to get its output since YOLO architecture is based on CNN. CNN built up of 

neurons with weights and biases that can be learned. Each neuron gets some inputs, 

does a dot product, and then executes a non-linearity if desired. From the raw picture 

pixels on one end to class scores on the other, the entire network still represents a single 

differentiable scoring function (Kamencay et al., 2017). 

 

Figure 1 Convolutional Neural Network 

The CNN is made up of several levels. Each layer receives a multi-dimensional array of 

numbers as input and outputs a second multi-dimensional array of numbers (which then 



6 
  

becomes the input of the next layer). When categorizing pictures, the first layer's input 

is the input image (3232), while the last layer's output is a collection of likelihoods for 

each category (i.e., 1 1 10 numbers if there are ten categories). A basic CNN is made up 

by layers, each of which uses a differentiable function to convert one volume of 

activations to another (Kamencay et al., 2017).With the CNN architecture being 

explained, Winarno et al. (2019) uses a completely different approach in facial 

recognition. Instead, CNN is being used to construct from 2D images that is being 

captured to create 3D facial construction where with it, Principal Component Analysis 

(PCA) which is a different algorithm uses the 3D facial construction for feature 

extraction. With the feature of faces being extract, only then it will do a comparison 

with database using Manhalanobis which is a distance method of classification. In here, 

Winarno et al. (2019) also define his stages of the process of recognition where I will 

take reference to construct an optimal process of facial recognition. The process can be 

seen in figure 5 below. 

YOLO algorithm on the other hand is also a deep learning algorithm based on CNN. 

Like CNN it generally detects object and does image processing as mentioned above, 

but YOLO can detect multiple of object and does image processing in real-time 

comparatively faster (Garg et al., 2018). The YOLO frameworks are getting 

increasingly quick and precise for detection with the aid of neural networks. For a 

limited collection of items, there is still a restriction. Object detection datasets are 

currently restricted in comparison to classification and tagging datasets (Garg et al., 

2018). Thousands of pictures with tags that are object coordinates in the image make up 

the object detection databases. Millions of pictures with classifications make up the 

categorization databases. Garg et al. (2018) proposed architecture takes input as color 

image with the specific size of 448 x 448. The architecture consists of 7 convolutional 

layers with max pooling layer of size 2 x 2. After that, three fully connected layers are 

attached, and output layer followed by last fully connected. In my architecture I will 

impose a similar solution based on the proposed architecture by Garg et al. (2018) 

where it will have suitable number of convolutional layers along with the max pooling 

size. 
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2.2 Gated community 
A several questions has been conducted with google form with 24 respondents being 

questioned regarding the implementation of facial recognition in a gated community. 

While 29.2% only do lived in a gated community, majority of the respondent agrees on 

having a surveillance system located at the community gate will help to reduce the 

crime rate by having a sense of monitoring on who is going inside or outside of the 

community and for authentication purposes. 

 

Figure 2 Surveillance system location question 

Majority of the respondent also answered having to implement this facial recognition at 

the gate of the community is not a breach in privacy. This shows that the respondent is 

willing to sacrifice its privacy for the benefit of living in secured community. Not only 

that, consent of the respondent also being considered which an important part before 

implementing facial recognition while abiding the Malaysia Personal Data Protection 

Act 2010. 
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Figure 3 Surveillance system breach in privacy question 

2.3 Raspberry Pi hardware implementation 
Raspberry Pi product has been in popular use for its small sized computer yet capable of 

outputting decent power with hardware component. Many Authors such as Syafeeza et 

al. (2020) and, Sutabri et al. (2019) uses Raspberry Pi 3 to implement its facial 

recognition system with their respective context. With this, in theory facial recognition 

implementation would perform much better with Raspberry Pi 4B which is the 

successor for the Raspberry Pi 3 as it offers better Central Processing Unit (CPU) clock 

rate speed and Graphical Processing Unit (GPU) power. 
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Figure 4 Raspberry Pi 4B (4GB) 
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Chapter 3: Methodology/Project Work 
This chapter will define all the specific procedure and method on the research 

methodology, the stages of the process of facial recognition, and the training and testing 

dataset method to clarify on how the system should operate to solve the problem. To 

make sure the project run smoothly, every component and procedure that is being 

mentioned should be followed to ensure the objective is obtainable. 

3.1 Stages of the process of facial recognition 

 

Figure 5 Stage of the process of facial recognition 

Firstly, the camera will detect an object, with the help of YOLO algorithm it 

would be able to differentiate between a literal object and a face. YOLO algorithm is 

being put to use as facial detection as the framework itself are proven to be fast and 

accurate for detection (Garg et al., 2018). The camera will be connected via USB 3.0 

port towards the main computer while the raspberry pi 4b will use CSI camera being 

connected directly towards the 2-lane MIPI CSI camera port. Webcam uses CPU power 

to be able to function where it might bottleneck its performance for it to perform faster 

decision-making processes such as comparison and classification of images while 

running its module. Therefore, authors would very much prefer to use GPU to power 

the Webcam by using Nvidia CUDA cores if the CPU being used has lack of processing 

power to handle the process. Since the provided GPU for the desktop and Raspberry Pi 

4B is not CUDA compatible where it cannot possibly use GPU cores to handle the 

process, this thesis will be using CPU instead. Through the camera, YOLO algorithm 

will capture an image every 10 second from the live camera feed and pass it to dlib 

library to do facial feature extraction from the initial images being captured from the 
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facial detection process with the YOLO model. After the dlib library determine whether 

the person is resident or an outsider, the data of residents will be stored within the local 

storage as a form of  log to record the traffic. 

3.2 Hardware review 
In this section, I will be discussing on the hardware comparison between 

Raspberry Pi 3 and Raspberry Pi 4. From the literature review section, there are several 

authors that uses Raspberry Pi 3 product where none that uses Raspberry Pi 4. Since 

Raspberry Pi 4 is a new product that was release in 2019, there is some concern on 

whether it is compatible with the technology or not.  

Technically by comparing the hardware, Raspberry Pi 4B features Broadcom BCM2711 

with 1.5 GHz of clock rate which packs the latest and faster clock speed compared to 

the Raspberry Pi 3 B+ which features Broadcom BCM2837B0 with 1.4 GHz. Faster in 

terms of clock rate is always better for processing and finishing task. Other than that, 

Raspberry Pi 4B had also feature VideoCore VI which is the successor for previous 

GPU version from Raspberry Pi3 VideoCore IV. VideoCore VI has better processing 

power which in theory would handle object detection process by learning better than the 

previous GPU hardware version. With Raspberry Pi 4B in theory it would handle much 

better than the predecessor where it offers the latest mobile hardware that can 

theoretically results in faster and accurate results. The specification of the Raspberry Pi 

4B can be shown below. 

• Broadcom BCM2711, 4 cores 

• 8GB LPDDR4-3200 SDRAM 

• Raspberry Pi 8MP NoIR Camera board v.2.1 

On the other hand, a desktop (PC) will also be used to test the facial recognition system 

that is packed with more powerful CPU and larger RAM size in comparison with 

Raspberry Pi 4. The specification of the pc is as shown below. This desktop will be the 

main computer to test and run the facial recognition system. 

• Intel i5 8400 4Ghz, 6 cores, 6 threads 

• 16 GB DDR4 
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• Logitech Webcam C920 

3.3 Model weights and Dataset 
This section will be explaining more on the weights of the model that is being 

used to create the model. This pre-trained model used a dataset from WIDER FACE 

that was posted in their website published by Yang, Shuo and Luo, Ping and Loy, et.al 

(2016). The dataset featured 32,203 images and 393,703 faces being labeled with a high 

degree of variability in scale, pose and occlusion. The WIDER FACE dataset is 

organized based on 61 event classes as shown in figure 6 where each of the event class, 

the author randomly selects 40%/10%/50% data as training, validation and testing sets. 

The dataset has various scenarios and angles of faces to assist the training of the model 

to determine the facial structure and features. The images being used have faces from 

different ethnic and cultural background. 
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The model (weight file) itself is heavy with a size of 234 MB that is trained 

based on YOLO version 3 architecture based on the figure 6 below. Figure below shows 

the number of layers that is being deployed to further enhance the feature extraction. 

The more feature being extracted from the image, the better results it gets in term of the 

accuracy. After Training and testing the data, the model will come out in a form of “. 

weight” format of file where it be used by YOLO to detect faces.

 

Figure 6 YOLO v3 network architecture 
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Figure 7 Images being organized with 61 event classes 

 

Figure 8 Images inside handshaking folder 
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3.4 Project Methodology 

 

Figure 9 Waterfall methodology 

The overall project will follow on Waterfall methodology where it is perfect in this 

specific context that will use machine learning to benefit the security aspect in gated 

community. Initially the requirements will gather the consent of the residents, the 

physical environment of the gate, and the requirements to build the facial recognition 

system and product. The tools can be defined on section 3.5 where I explain on what 

tools and library to use to achieve the objective. The analysis section will use all the 

data and information from the requirement phase where it will determine the best 

decision to choose. The designing phase should output the physical and the system 

design to choose the best and optimal structure for the facial recognition 

implementation. After the coding or implementation phase is done, the follow up is 

testing phase where it tests the theory of the design. If it be proven successful then the 

product should be put on deployment or operation where the product should also be 
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maintained to get the latest data of the residents, keeping the product functional, and 

optimal. 

3.5 Tools and its usage 

• Keras Library 

• Visual Studio 

• Python  

• Face recognition (dlib) 

• OpenCV 

Mentioned above are the tools that is going to be used to achieve objective of this 

project. Firstly, YOLO library is essential as the project will be utilizing YOLO 

algorithm to detect object such as faces. YOLO will use Keras library to mainly use the 

YOLO model and generate output tensor targets for filtered bounding boxes. And of 

course, the project will solely code with python language as it is a common language 

among programmers that relates with machine learning. OpenCV is a well-known 

library developed and acquired by Intel corporation where developers choose to use 

real-time operation function to do image processing, video processing and real-time 

object detection.  

 

Figure 10 Keras used for YOLO model 

OpenCV is essential towards this project to run camera and image processing. 

The snippet below shows on how it uses the OpenCV library to run image processing 

based on image, video, and camera (webcam). Based on the defined argument it will 

call upon each directory when being called to do the facial recognition and pass it 

through dlib library. For webcam it will call the source argument and run the camera 

along with YOLO to capture image based on the bounding boxes.  
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Figure 11 Main function 

The initial process is to use OpenCV to run webcam with YOLO to detect any 

faces being presented in front of the camera. How it works is every 10 second interval, 

it will capture images when it detects any faces. Code from the figure 12 below shows 

that every 10 second it will call upon a function that sends the capture image and 

bounding box value to dlib library. 

 

Figure 12 Calling function every 10 second 

The bounding boxes value is defined by YOLO algorithm where it has 4 values which 

are x, y, width, height and it will pass to a function called resident_recognition that uses 

dlib to recognize the capture faces. This function will utilize facial recognition library to 

determine whether the capture image is a resident, or an outsider based on the images 

folder.  
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Figure 13 Residents faces storage 

The images folder contain only residents faces where the library will compare from the 

images folder to the current picture captured. After that the log will be in a form of text 

named after the capture image based on figure 14 and 15. The name format is followed 

by image counter, categorization, date (dd,mm,yyyy), and time (hh,mm,ss). 

 

Figure 14 resident_recognition function 
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Figure 15 captured image 

 

Figure 16 log stored by image 

 

Visual Studio Code 

 

Visual Studio Code is a popular choice by programmer on compiling or code 

editing to do debugging, task running and etc. This code editor will be my choice as I 

find the User Interface is easier compared to another compiler like Spyder and 

Anaconda. Visual Studio Code also supports dependencies installation interface to use 

certain library. Personally, Visual Studio Code have a lot of quality of life that will 

eases the process of developing and debugging the project. 
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Chapter 4: Results and Discussion 
 This section will present and discuss upon the results that was given throughout 

the development of the project.  

4.1 Raspberry Pi 4b 
 The results of testing and running YOLO model with Raspberry Pi 4B is not 

practical in the real-world scenario due to the reason being. 

• Insufficient CPU power to run YOLO model 

As mentioned before, the YOLO pre-trained model for object detection is heavy where 

Raspberry Pi 4B could not handle or afford to run the model efficiently. The camera 

being used with to run with YOLO model for object detection runs at 0.02 frames per 

second (FPS) even with 100% CPU usage running at 1.5 GHz. This put the Raspberry 

Pi 4b in a major disadvantage if it were to run within real world scenario. There is 

however a slight improvement when I did try to overlock the CPU to 2.5 GHz. The FPS 

did improve to 0.009 in which I did tried to push its performances compared to the 

default CPU clock rate. But the effort came to waste whereby it is still running bellow 1 

frames per second therefore the Raspberry Pi 4B is not practical to run facial detection 

as it takes a lengthy number of seconds to identify faces. Not only that, but the 

Raspberry Pi 4b also output hot temperature when running the model where this shorten 

the lifespan of the components if not being cooled properly. Raspberry Pi tends to be 

kept within a confined space in practical use as seen in figure 16 whereby if it were to 

be applied towards Raspberry Pi 4B, it will crash often and damages other onboard 

hardware component during its lifespan.  

 

Figure 17 Raspberry Pi 4B case 
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4.2 Desktop Computer 
The desktop computer on the other performed decently with YOLO object 

detection model along with facial recognition. Initially, the I will call the webcam from 

the terminal by writing the code below. 

 

Figure 18 Terminal code to run webcam on gaining input 

This will call in the live camera using OpenCV and run the code for facial detection 

using the pre-trained model. The terminal will feed me with information on the 

bounding box location and how many frames have passed as shown below. The index 

value represents the frame, the faces represent the bounding box coordination faces 

detected counts how many faces are within the camera. 

 

Figure 19 Terminal feed 

After 30 frames had passed which is roughly around 10 second, the terminal will tell if 

the faces detected is resident or not such as in figure 18 below. This is an improvement 
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compared to Raspberry Pi 4B since the desktop provide more processing power. The 

FPS is calculated around 3 frames with the desktop where it uses 100% CPU usage to 

run the YOLO model. And of course, the better the CPU, the better the results. This can 

not only be improved by changing into better CPU but can also better if the model 

utilizes CUDA cores from Nvidia GPU. As for now, I have not been provided with such 

GPU that supports CUDA enable feature and therefore I am using CPU for this sake of 

project. 

 

Figure 20 Terminal feed when it reaches 10 second 

4.3 Limitation of Facial recognition using dlib 
The facial recognition featured in dlib library haves its limitation. It does however only 

work in certain scenario whereby it needs to be a in a good condition for the facial 

recognition to work. Facial recognition process can be affected by lights, face angle and 

object being far away from the camera. Sure, the YOLO model can detect faces from 

far away but when being captured in a distant position, the facial recognition would not 

be able to recognize whether it is a face or not. Other than that, lights also play a major 

role in this scenario whereby if the capture images are dark, the facial recognition 

function can not function correctly and label its faces as “unknown” or an “outsider” 

such as displayed below. Lasty, the angle of faces can also affect the facial recognition 

results as the way the library work, the library did a sketch and find location of your 

mouth, nose, eyes, and chin and compare with existing data to output results in figure 

23. In this scenario, the face is being tilted sideway where the library cannot recognize 

and thus labeled this is unknown object. 
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Figure 21 Lighting and face angles label as unknown 

 

Figure 22 Unknown faces labeled 

 

Figure 23 rough sketch of dlib face recognition 

 

To conclude the test, the desktop had run more efficiently compared to 

Raspberry Pi 4B as the desktop provided more processing power to run facial detection 

and facial recognition. Raspberry Pi 4B is incapable of running the heavy YOLO model 

due to its limited hardware capabilities such as its CPU. Therefore, the implementation 

decided to run this on a desktop where it is more efficient to run the facial detection and 

facial recognition process. 
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Chapter 5: Conclusion and Recommendation  

5.1 Conclusion 
 To conclude the project, the initial plan of implementing the facial detection and 

recognition system in Raspberry Pi 4b proves to be non-efficient and not practical in 

live scenario due to its limitation of hardware capabilities outputting powerful 

processes. YOLO model requires a lot of power to run the and therefore it is more 

suitable to run it on a desktop with decent hardware such as the CPU or GPU and RAM. 

Nonetheless, the project is able to reach three of the objectives which are to recognize 

residents and non-residents, log the events, and capture images from live camera and 

save it within the folder. YOLO is more than capable of just handling facial detection 

but in return required more processing power to do so. This project proves that using 

YOLO outputs or results in fast object detection and can accurately pinpoint faces even 

in such scenarios. The facial recognition from dlib can also distinguish between resident 

and an outsider. Furthermore, the program also be able to log the traffic of faces with 

images. Overall, the project can be proven success however it is not in way perfect 

which I will be talking about in recommendation.  

5.2 Recommendation 
There is multiple implementation that can further improve this project. It is to 

add a better model or by using another model to further enhance the images taken for 

facial recognition. Firstly, YOLO algorithm had multiple of version. There is YOLOv4 

-Tiny where it is made to run in mobile suited hardware. YOLOv4-Tiny is the 

compressed version of YOLOv4 designed to train on machines or computer that have 

less computer power. In theory it can run on Raspberry Pi 4B, but the result of the 

project says otherwise. Another small and compact machine that packs power is Nvidia 

Jetson Nano from Nvidia. The specification is far better in terms of outputting GPU 

power compared to Raspberry Pi 4B where it is also CUDA enabled. Since Raspberry 

Pi 4B is not capable of running the YOLO model with its GPU and runs poorly with its 

CPU, Nvidia Jetson nano is capable and will run better than the latter CPU. Which in 

theory, Jetson Nano will run faster compared to Raspberry Pi 4B.  

Other than that, as of for this project the YOLO model runs specifically to detect 

faces. While it does detect faces fast and accurately, the model can however be trained 
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to detect and recognize faces. This will reduce the usage of using dlib library where it is 

at best to avoid due to its limitation of recognizing faces from afar. But the catch is that 

it will require a lot of processing power to run. Therefore, if this is possible it may need 

to run-on high-end hardware to run it efficiently to obtain accurate data.  

Moreover, the recent research theme has been around in depixelization of 

images that improves the image quality by removing the pixels from the source image. 

This process can be implemented within the project facial recognition process. The 

reason being is that when YOLO algorithm detects faces from afar, the images being 

captured will send a heavy pixelated images towards dlib where it cannot recognize 

whether it is a face or not. By putting this process of depixelization after YOLO detects 

faces, it will further enhance the pixelated image and act as a compliment towards dlib 

to run facial recognition.  

In terms of User Interface where it is close nonexistence on this project, the 

facial recognition could also use UI to visualize the process of facial detection and 

facial recognition towards users. UI can also be made using python UI where it is more 

feasible and easier to apply towards the project.  
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