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ABSTRACT 

 

Human resource refers to the people who work for a firm or organisation, as well as 

the department in charge of handling personnel issues. Human resource gathers a 

large amount of data on all aspects of employee activity. Throughout the years, the 

data gathered keep growing and it will be no use if it did not provide any insights. 

Thus, human resource analytics is one of the approaches to convert the big data into 

a smart data. Machine learning has become one of the main components in human 

resources. The problem with the current promotion is time-consuming because of the 

various steps involved in the promotion procedure.  Thus, it caused a delay in 

promotion and directly affected the transition of the employee into their new role. 

Therefore, it could be more efficient if the human resource department could predict 

which employee is more eligible and deploy them with a new job description, salary 

and others. The goal of this study is to propose predictive analytics model on 

employee’s promotions using supervised machine learning method that could predict 

which employees that could get promoted based on their past performance. The data 

visualization using Power BI will be utilised to obtain the most accurate prediction 

model. The results from the study show that Prediction Model using logistic 

regression gives 93.4% accuracy as compared to k-nearest neighbour and decision 

tree prediction models. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Human resource can be defined as the people who work for a company or 

organization and its department that is responsible for managing matters related to 

employees. Tripathi and Sharma (2018) stated that, human resource management is 

an ongoing process that aims to maximise employee’s potential. The implemented 

policies and systems are necessary in order to handle employees effectively. The 

purpose of human resource management is to maximise organizational productivity 

through an effective use of resources and human capability.  Human resource gathers 

a large amount of data on all aspects of employee activity. It collects data from 

various sources throughout the organization including employee surveys, telemetric 

data, attendance records, rating value reviews, employees promotion history, job 

history, employees data base and others (Daash, 2020).  

Throughout the years, the data gathered keep growing and it will be no use if it did 

not provide any insights. Huselid and Minbaeva (2019) stated that most of human 

resource managers knew that they have a lot of data but were not sure the use of the 

data gathered. It is no longer about how big data is but how smart the data can be 

used to provide insights to an organization. Thus, human resource analytics is one of 

the approaches to convert the big data into a smart data. Through data analytics it can 

improvise the decision-making capability in order to achieve organization goals. 

Machine learning has become one of the main components in human resources. 
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1.2 Problem Statement 

The current process of employee’s promotion is not being carried out effectively due 

to the complexity in the promotion procedure.  The process begin with a set of 

employees will be identified by human resource department based on their past work. 

Next, the selected employees will go through certain evaluation and test in various 

phases. The final results of the promotion will be announced after the final 

evaluation. The problem with this promotion process caused a delay of transition of 

promoted employee into their new role. The difference between the existing research 

and the proposed study is past research only deals in predicting one attribute. For 

example, findings by Ameer et al (2020), covers on prediction of employee turnover 

rate and other research done by Thorström (2017) that focus on predicting the key 

performance indicator (KPI) of employees. This research plan will take all the 

attributes that are related to employee’s performance and make them as a parameter 

for the prediction model. It could be better if the human resource department could 

predict which employee that will get promoted for easier management in terms of the 

job description, salary and others. Thus, the problem statement is the delay in the 

transition of promotion could lead to business processes getting delayed.  Chang and 

Xue (2020) reported that an effective employee evaluation mechanism is of great 

significance for improving the overall competitiveness of the organization. 

 

1.3 Objectives  

The objective of this project are as follows: 

a) To identify the factor in evaluating the eligibility of employees getting 

promoted. 

b) To determine a high accuracy model that could predict the employee that is 

likely to be promoted. 

c) To develop data visualization using Power BI for the proposed prediction 

model. 
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1.4 Scope of Study 

This study focuses on the data analytics related with the promotion of staff in human 

resource management. It will identify few factors that could be the attribute in 

deciding which employee will get promoted. Besides, this study is also focus in 

determining a prediction model that could predict the employee that could get 

promotion based on their past performance. Moreover, this study will also develop a 

data visualization dashboard for the analysis by using Power BI to illustrates the 

results of the analysis.   
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CHAPTER 2 

LITERATURE REVIEW 

 

 

2.1 Employees promotion 

Employee promotion refers to the upgrade of employee to a higher position in a 

company. This could involve an increase in their salary, position, job scope, and 

benefits. In an organization, by promoting their employees, it acts as a reward and 

the way the organization appreciating their hard-working employees. This is due to 

the fact that the well-being of employees will greatly affect the enterprises or 

organization. Long et al (2018) suggested that by promoting employees, organization 

could improve the competitiveness and give award to the employees with 

outstanding achievement. 

Most of organization promote their employees based on a few different factors. One 

of the factors will be the employee’s key performance indicator. Organization use 

key performance indicators (KPI) to track whether they have achieve the 

organization goals or not (Aksu et al., 2019).  In the context of an employee, KPI 

could be used as an indicator to measure the employee performance whether they are 

underperforming or others. Through this KPI system, it could create the awareness 

among employees in giving the outcomes or outputs that meets their employer 

expectations.  

Secondly, organization could consider promoting their staff based on the length of 

service of the employee. The length of service is the year the employee has dedicated 

to work in an organization or company. The length of services also indicates the long 

experiences and skills that has been developed by employee in the specific position 

(Adenuga, 2015). Employees that have such long experience should be rewarded by 

organization. This is an excellent way for organization to express their gratitude for 

the value and dedication of the individuals. One of the ways to reward them is by 

promoting their position into a higher rank or increasing their salary. 
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Thirdly is the number of training or length of training that employee have undergo. 

Employee training program is important because it creates a chance for employees to 

learn and improve a new skill in the workplace. By offering a training program, 

employees will feel appreciated an do their best in work in order to achieve business 

goals (Elnaga & Imran, 2018). Furthermore, employees who are advancing into 

higher roles and taking a greater responsibility can benefit from training 

programmes. This programme will assist students in learning the skills they need for 

their new roles.  

 

2.2 Key Performance Indicator (KPI) 

Key performance indicator refers to a collection of quantitative metrics used to 

assess a business’s overall long-term performance. It is being used to evaluate a 

company’s strategic, financial and operational accomplishments, particularly in 

comparison to those of other organisation in the same industry. In this study, the 

focus is mainly in measuring the employees KPI. In the context of an employee, 

KPIs can be used to determine whether a person is performing well or poorly. 

Through this KPI system, it is possible to raise employee knowledge about the 

importance of delivering results or outputs that satisfy their employer's expectations. 

Each organisation has KPI that are relevant with their industry. The metrics for the 

KPI may include the overall performance of the organisation depends on the size of 

the organisation. It could include specific activities associated with each department 

such as marketing, sales, customer service, and finance. As stated by Mohamed 

(2014), one of the examples in determining employees KPI across different 

industries in terms of finance is by looking at the profit. A project’s success could be 

measure more accurate by developing KPIs. Thereby, all project members could 

keep in track in doing their task and would have a clear direction for the project. 

According to De Andrade and Sadaoui (2017), board of directors in a company 

would employ KPIs to conduct an audit of the company’s recent state and develop a 

new action plan in the event that the measurements indicates a poor future situation. 
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Other than that, KPIs could also provide extra information that could help in 

understanding business growth.  

For these past few years, machine learning has been applied in developing KPIs 

since machine learning could assist in detecting hidden patterns from the dataset. In 

the study that has been conducted by Mohamed (2014), fuzzy logic algorithm has 

been used to group KPIs values and predict its future values. Fuzzy logic algorithm is 

a method of variable processing that enables the processing of numerous possible 

truth values in the same variable. Apart from this, deep neural network model has 

also been used in predicting the employee’s productivity. Deep neural network is a 

machine learning model in which the model employs multiple layers of nodes to 

extract high-level functions form the input data. This involves converting the data 

into a more abstract and creative component. The experimental results in predicting 

employee’s productivity indicates that deep neural network model could accurately 

predict the employees; actual productivity and greatly improves the prediction 

performance with the mean absolute error is smaller than the baseline performance 

score (Imran et al., 2019). 

 

2.3 Human resource analytics 

Human resource analytics is the way to know the insights of a large amount of data. 

Kakulapati et al. (2020) stated that human resource analytics is an approach to 

understand the behavioural of employees in order to improve organization 

productivity. It is a process of collecting and analysing human resource data into a 

useful data.  Its major goal is to find employees that could contribute to organization 

goals where organization could maximize its profit by taking into account several 

characteristics that would help in giving meaningful information through predictive 

analytics (Ameer et al., 2020).   

Nowadays an abundant amount of data is no longer relevant to the organization. A 

raw and unorganized data could not provide any useful information towards the 

organization. According to Dahlbom et al. (2019), a company could have a numerous 
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data that is associated with their employees performance and their workforce, and it 

the data could be analysed together, it may provide a useful insights about the 

organization with the correct analysis tool. If all the data could be combined, it may 

offer some insights about business performance. Human resource analytics could 

offer insights related to organizational issues such as turnover of employees and 

seeking suitable candidates in recruitment. Thus, it is clear that human resource 

analytics could improve in decision making and it would be waste of time and 

storage if the data are not being used for analytics.  

One of the approaches in human resource analytics is by using machine learning. 

One of branches in artificial intelligence is machine learning where it could be taught 

based on past history and no need interruption or help from outside (Dianah et al., 

2021). By using machine learning, human resource management now can apply the 

prediction model in their business case. For example, machine learning could help in 

predicting employee attrition, tracking a candidate journey throughout interview 

process, predict employee performance and others.  

 

2.4 Machine learning 

Machine learning is a branch of artificial intelligence (AI) that focuses on using data 

and algorithms to replicate the way humans learn and improve its accuracy over 

time. It is a critical component of the growing field of data science. Algorithms are 

trained to develop a classification or predictions using statistical approaches. As a 

result, it could discover the hidden critical information in data mining projects. 

Business usually use this information to make important decision that will act as a 

key growth indicator for the businesses.  Thus, as the years goes by, many company 

and organization will need their own data scientist team to assist the main expert in 

solving their business problems.  

There are two different concepts in machine learning which are the supervised and 

unsupervised learning. The use of labelled datasets to train algorithms for accurately 

classifying data or predicting its results is referred to as supervised machine learning. 
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A training set is necessary to train the algorithm while a testing is used to determine 

the accuracy of the algorithm. The testing set is a subset of the total dataset that 

contains the predicted values. The predicted values then will be compared to the 

target or true values from the dataset measure how well the algorithm performs 

(Thorström, 2017).  The model's weights are adjusted when input data is entered 

until the model is appropriately fitted. This is done as part of the cross-validation 

process to see if the model is overfitting or underfitting. Organizations can use 

supervised learning to handle a variety of real-world problems such as spam 

classification in a separate folder from the inbox. Several methods such as neural 

networks, naive bayes, linear regression, logistic regression, random forest, and 

support vector machine (SVM) are utilised in supervised learning. 

Next is the unsupervised learning. Unsupervised learning is a technique in which the 

training set contains data but no solutions. This means that the computer must 

discover the pattern on its own. This type of machine learning will analyse and 

clusters the unlabelled datasets using the suitable algorithm.  Unsupervised machine 

learning will be the most suitable for case study such as cross-selling techniques, 

consumer segmentation and image and pattern recognition. This is due to the 

capacity of the algorithms in identifying similarities and contrasts in the dataset. One 

of the most popular approach is by using the k-means clustering. K-means clustering 

will group the dataset in a way that each observation is closest to the mean of its 

cluster (Louridas & Ebert, 2016). Besides that, hierarchical clustering, gaussian 

mixture models and dimensionality reduction are also a part of clustering approaches 

that are available. 

In this research, supervised machine learning will be used. This is because one of the 

objectives for this research is to classify the employees into two groups which are to 

predict whether employee will get promotion or not.  Various criteria will be 

included as parameter in determining which employee is eligible for a promotion. 

Parameter that is relevant such as the average training score, length of service, KPI 

score will be used to train the models. Since these problems is under classification 

problem within two binary class, there are few models that are suitable to be used. 
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Firstly, is the logistic regression model. Logistic regression is the simplest and most 

efficient model because one or more independent variables will be used to predict the 

outcomes. Secondly, is the naive bayes model. Bayes’s theorem is being applied 

where it assumes the dependency among the predictors. This classifier makes 

assumption that the existence of one feature in a class is unrelated with another 

feature. Next, is the k-nearest neighbour algorithm. It classifies the dataset based on 

the class of majority of the datapoints. Besides that, support vector machine 

algorithm (SVM) often being used in solving a classification problem. This classifier 

will classify the datapoints based on identifying the hyperplane that best separates 

the two classes. Lastly, is the decision tree modelling. It will incrementally breaks 

down a dataset into smaller and smaller sections while also developing an associated 

decision tree.  
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CHAPTER 3 

METHODOLOGY 

3.1 Project methodology 

The overall project methodology is by adopting agile methodology. Agile 

methodology is a constant methodology where changes could be made at each stage 

to ensure the project will achieve its objectives. In agile methodology project 

management, it consists of few phases which include planning the requirements, 

design and development, testing and deployment. After the development phases, the 

project will go through a continuous cycle and amendments could be done when 

necessary. Other than that, agile methodology has been chosen because it is flexible 

to work out if there is a need for any changes. As a result of a constant testing in each 

cycle, in general the outcome will have a better quality. 

 

 

Figure 1. Agile methodology 

 

In phase one which is the requirements phase, a thorough planning should be done. 

Planning is a crucial phase in every project management. Before any design and 

development can start, a solid understanding and purpose of this project is needed. 

This is to ensure that all the project activities later will not be out of track and stays 

in the scope of study. In this phase, the purpose and needs of the predictive model is 
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discussed so that it could solve the problem that has been stated earlier. Then, it 

should be followed by design and development phase. In this phase is where the 

technical part will start which include design for the machine learning framework 

and the coding. Next, the project will go through testing phase after each 

development. Changes could be made if the model need any changes. Finally, the 

project will go through the deployment phase. 

Figure 2 shows the general work flow for this study. It specifies all the tasks needed 

in order to achieve all objectives.  In the first step, research and literature review are 

studied on related topics to identify the possible factors of employees getting 

promoted. This method will contribute to achievement of objective one in this study. 

Next, the machine learning process will be executed. It covers the end-to end 

pipeline in machine learning framework which include collecting the data sets and 

understanding it, preparing the data, develop and evaluate the prediction model. 

Once the model is completed, it will be tested until the maximum accuracy is obtain 

which contributed to achievement of objective two. Finally, a dashboard will be 

generated to visualize the proposed predicted model by using Power BI.  
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Figure 2. General work flow 

 

3.2 Tools and software 

The tools required for this study is python language. Python is an object-oriented 

programming language that is being used the most in machine learning. One of the 

reasons is because python language offers a wide range choice of library that could 

be used to access, handle and transform the data. In addition, python programs are 

also easier to debug because it will display an exception when there is an error 

occurs. Secondly, is machine learning. This is due to the fact that this project is 

focusing in developing a prediction model where it involved machine learning 

algorithm. The third tools and software needed in this project is Microsoft Power BI. 

Microsoft Power BI is a business intelligence software where dashboard could be 

created for data visualization purposes.  With data visualization, a company or an 

organization could make a better decision-making and could gain more insights 

about their company.  
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3.3 Project activities 

Figure 3 shows the phases in CRISP-DM. In this project, I have chosen CRISP-DM 

(cross-industry standard process for data mining) as the data mining frameworks that 

will be used. Nowadays, most of organization are using this framework in their 

machine learning project. This is because CRISP-DM framework provide a systemic 

approach in handling a data mining project. There are 5 phases that is crucial in this 

framework including the business understanding, data understanding, data 

preparation, modelling and evaluation, and followed by deployment phase at the end.  

 

 

Figure 3. CRISP-DM framework 

 

3.3.1 Business understanding 

During this phase, the focus is to understand the overall project objectives and its 

expectations. Machine learning or data mining problem will be defined based on the 

objectives and a course of action will be created. This is where the requirements, 

assumptions, and constraints will be listed out. In this study, the current process of 

employees’ promotion will start off by identifying a set of employees based on their 

past performance. This past performance will include few criteria’s such as whether 

they have achieved a certain KPI, their previous year training score, their length of 

service and others. Next, the selected employees will go through certain evaluation 

and test in each phase. The final results of the promotion will only be announced 

after the final evaluation. Thus, the objective in this project is to make a prediction 

which employee that will get promoted based on the criteria’s by using prediction 
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model. Through this prediction, human resource department could speed up the 

promotion process for easier management in terms of job description, salary and 

others.  

3.3.2 Data understanding 

In this phase, the data has been retrieved from internet. The dataset contains the list 

of potential employees that could get promoted along with multiple attributes and 

employees past performance. It consists of 54808 rows and 14 attributes.  

 

Figure 4. The raw dataset 

Table 1. Data description 

Attributes Description 

employee_id An employee ID that is unique for each employee 

Department Employee’s department 

Region Employee’s region 

Education Employee’s education level 

Gender Employee’s gender 

recruitment_channel Employee’s channel of recruitment 

no_of_trainings Employee's total number of trainings completed 

Age Employee’s age 

previous_year_rating Employee’s evaluations from the previous year 

length_of_service Length of service in years 

KPI_met>80% Employee’s key performance indicator 

awards_won Total number of awards won by the employee 

avg_training_score The average training score of the employee 

is_promoted Whether employee could get promotion or not 
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3.3.3 Data preparation 

Data preparation stage is important because this is where we need to select which 

data, we are going to use for the prediction model. This stage includes a few tasks 

such as data processing and wrangling processes, feature extraction and engineering 

processes and the feature scaling and selection processes. Cleaning, manipulating, 

and translating data from one form to another in order to use it for a specific activity 

is known as data wrangling. The data that has been collected might be incomplete, 

missing and noisy. Thus, the data need to be structured properly through data 

preparation before fitting it in a machine learning model. 

i) Data pre-processing and wrangling 

Understanding and taking a short look at the dataset, number of entries, 

attribute names, and data types is the initial stage in data pre-processing. This 

process will help in understanding and get more information about the data. 

By understanding the data types of the attributes, it confirms that the 

information is collected in an appropriate format. In this dataset, it shows 3 

types of data types which is object that refers to text or mixed numeric values, 

float64 for floating point numbers and int64 for integer numbers. The next 

stage is to clean up the dataset. Cleaning the dataset involves tasks such as 

removing and handling the missing values, handling outliers, and 

standardizing attribute column details.  

 

a) Handling missing values 

As shown in Appendix 1, there are two columns that have missing 

values which are ‘education’ column with 2,409 values and 

‘previous_year_rating’ column with 4,124 missing values. For 

‘education’ column, I have replaced the missing values with statistics 

measure which is mode. Mode indicates the number that occurs the 

most often in a collection of data. In this case, the mode is the 

‘Bachelor’s’ category as shown in figure 5. For 

‘previous_year_rating’, I have utilized the fillna() method from 

pandas to fill these values with median value from the data. 
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Figure 5. Handling missing values 

 

b) Handling duplicates 

In order to have a cleaner data, the existence of duplicates value need 

to be checked. In identifying duplicates, duplicated () utility can be 

used on the whole data frame. For this study, I have checked if there 

are any duplicates value especially in ‘employee_id’ attributes since 

each employee ID should be unique to each other. Figure 6 shows 

there are no duplications in this data frame. 

 

Figure 6. Check duplicates values 

ii) Data summarization 

Data summarization is the process of preparing a compact representation of 

raw data in hand. This process is helpful for data visualization, compressing 

raw data, and better understanding of its attributes. Since this project dealing 

with employee promotion, I have calculated the percentage of employees that 

have been promoted before and those who are not based on the attribute 

‘is_promoted’. This attribute displays the value equal to 1 if employee has 

received promotion and value equal to 0 if employee has not received any 

promotion. Based on this data records, it shows the percentage of employees 

who have not received any promotion are 91.48% and 8.52% employees have 

received promotion.  
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Figure 7. Percentage of employees who have received promotion 

3.3.4 Modelling 

The modelling phase is the fourth phase of the machine learning framework. This 

phase will determine which model is most appropriate for achieving this project's 

objectives. For this study, supervised machine learning will be used. Supervised 

machine learning includes the use of labelled datasets to train algorithms on how to 

accurately classify or predict outcomes. The dataset will be split into 80% for 

training and 20% for testing the model.  Since the objective of this study is to predict 

which employee that will get promoted, it will be categorized as a classification 

problem. This is because the dataset needs to be classified into two groups which are 

being promoted or not. For solving classification problem, there are a few models 

that I will used to test the data. The models are: 

a) Logistic regression 

Logistic regression is a statistical method in predicting binary classification 

problem with only two possible classes. The probability of employee getting 

promoted or not will be based on the employee’s performance. Based on this 

study, the first class in this model will be getting promoted and the model should 

predict the probability of employee getting promoted given an employee’s 

performance level. 
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                                    Figure 8. Logistic regression 

 

b) K-Nearest Neighbour (KNN) 

Secondly, is the k-nearest neighbour classifier model. K-nearest neighbour is a 

straightforward method for supervised learning that saves all known cases and 

classifies new ones using a similarity metric. A case is simply assigned to the 

class of its neighbours, with the case being allocated to the class that is most 

frequent among its K nearest neighbours and it is determined by a distance 

function. If K equals to 1, then the instance is simply classified and belongs to 

the class of its nearest neighbour. 

 

 

                                               Figure 9. KNN model 

 

c) Decision tree classifier  

Thirdly, is the decision tree classifier model. A decision tree structure is used to 

construct classification or regression problems. While developing a classification 

tree, the dataset will be broken down into smaller and smaller sections. As a 
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result, a tree is formed with leaf nodes and a decision node. A leaf node implies a 

categorization or decision, while a decision node usually has two or more 

branches. The root node in a tree refers to the best predictor and is at the top 

decision node. In decision tree modelling, both quantitative and qualitative data 

can be used. 

 

                                        Figure 10. Decision tree model 

 

3.3.5 Evaluation 

Early evaluation steps considered aspects such as the model’s accuracy and 

predictive validity. This step will evaluate the model’s alignment with the business 

objectives that have been specified during the business understanding phase. 

Moreover, evaluation process also includes a review of any other data mining results 

that have been generated. The outcomes of the data mining will include the models 

that are necessary in achieving the initial business objectives and might as well 

identify additional information or patterns. After evaluating all the test models, the 

models that meet the evaluation metrics and the business criteria will be selected.  

In classification problems, there are a few evaluation metrics that could be done to 

assess the model. The most common evaluation metrics in classification problems is 

by looking at the accuracy score of the model. Accuracy is defined as the number of 

correct predictions divided by the total number of predictions produced given a 

dataset. Accuracy is the best metric when the target class is well balanced but is a 

poor choice when the target class is unbalanced. For example, in this study, assuming 

we had 100 employees and 95 out of the 100 employees got promoted. Only 5 

employees did not get promoted in the training data. As result, our model would 

always predict employees getting promoted by giving the 95% accuracy score. When 

in fact, in reality, the data is always skewed. Thus, to fully understand the model 
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evaluation, additional metrics like recall score and precision score should also be 

examined. 

Other than that, classification models could also be assess by using the confusion 

matrix. The performance of a classification model is determined by the numbers of 

test records predicted correctly and incorrectly by the model. The confusion matrix 

will display a more comprehensive picture, revealing not just the predictive model’s 

performance, but also which classes predicted correctly and incorrectly, as well as 

the type of errors made. Four classification metrics such as true positive, false 

positive, false negative and true negative are generated in the confusion matrix table 

below. True positive (TP) occurs when the actual value is positive and the model 

predicts it to be the same while false negative (FN) occurs when the actual value is 

positive but the model predicts it to be negative. When the actual value is negative 

and the model predicts it to be negative, it is called true negative (TN), while when 

the actual value is negative but the model expects it to be positive, it is called false 

positive (FP). In this case, precision and recall score could be used in determining 

whether the model that has been generated is suitable or not according to the 

business objective.  

 

 

Figure 11. Confusion matrix 

 

3.3.6 Deployment 

During deployment phase, evaluation results will be used to develop strategy for 

their rollout. It is appropriate to examine the deployment methods and techniques 



12 

 

during the business understanding phase too as deployment critical to the project’s 

success. This is where predictive analytics will truly help the organisation enhance its 

operational efficiency. The real method of deployment for a predictive analytics 

project can take numerous forms and different organisations will employ different 

deployment depending on their situation. In fact, the main objective of an analytical 

output and intended usage can change greatly depending on the operational situation. 

For example, in this study, the predictive analysis will be visualized into a dashboard 

and present it to the human resource department (HR). The dashboard will display 

insightful data and suggest which employee that are qualified to get a promotion. HR 

department then can see which employee that will get promoted based on the success 

criteria and prepare for the promotion procedure.   

 



13 

 

3.4 Gantt chart 
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CHAPTER 4 

RESULTS AND DISCUSSION 

4.1 Exploratory data analysis 

With the use of summary statistics and graphical representations, exploratory data 

analysis refers to the crucial process of doing first investigations on data in order to 

uncover patterns, spot anomalies, test hypotheses, and check assumptions. The 

dataset for this study contains the list of potential employees that could get promoted 

along with multiple attributes and employees past performance. It consists of 54 808 

rows and 14 columns. In total, this dataset has 767 312 entries. One out 14 attributes 

is dependent variable while the other 13 attributes are independent variables. The 

independent variables consist of various attributes that could identify how employees 

work performance during the previous year. This dataset has integer, float and object 

as their datatypes based on the figure 12 below. In this study, 3 separate datasets 

have been created from the original dataset. The first dataset is called ‘data’ which 

represents the dataset from the original source. Secondly is called as ‘data_clean’ 

which represents the data that has been cleaned and modified from the missing 

values and duplicated issues. Thirdly is the ‘df_pre’ that has gone through pre-

processing steps and being used in the modelling phase.   
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Figure 12. Dataset datatypes 

 

Since this dataset contains both numerical and categorical data, the data is separated 

into their respective group. The pandas describe() function is extremely useful for 

obtaining various summary statistics. The count, mean, standard deviation, minimum 

and maximum values, and quantiles of the data are returned by this function. Based 

on the figure below, it returned the summary statistics for the numerical data. The 

50% in index column represent the median for each data column. These quantitative 

measures act as a useful guidance in determining which values should be used in 

case of replacing any missing entries.  

 

Figure 13. Summary statistics of numerical data 

 

Next, is the categorical data. Categorical data is the data that has a range of possible 

values. For example, in this dataset, the employees come from 9 different department 

which are technology, finance, procurement, analytics, operations, sales and 

marketing, research and development, human resource and lastly is the legal 
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department. Based on the statistics below, most of the employees are from sales and 

marketing department, from region 2, have education level of bachelor’s, male and 

recruited from another channel.  

 

Figure 14. Summary statistics of categorical dataset 

4.1.1 Data visualization 

Graphical representation has been done with each parameter to see in details how 

each parameter affects the possibility of employees getting promotion. 

a) Distribution of promoted employees based on age 

Based on the figure above, the average age of promoted employees is 35 

years old while the median age of promoted employees is 33 years old.  

 

 

Figure 15. Data visualization of promoted employees based on age 

 

b) Promotion probability based on KPI score 
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Based on the figure shown above, employees who have achieved KPIs score 

more than 80% have higher chance of getting promoted which is 16.91% 

better than employees who did not achieve KPIs of more than 80%. The 

result was achieved by grouping the number of employees who has fulfil the 

KPIs for more than 80% and get promoted.  

 

Figure 16. Promotion probability based on KPI 

 

c) Promotion probability based on previous year rating 

Previous year rating has 5 rating from 1 until 5. 1 indicates the lowest rating 

while 5 indicates the highest rating employees could achieve. Based on figure 

17, employees who have a previous year rating of 5 have the highest 

possibility of getting promotion by 16.36% from a total of 11 741 employees 

who got the same rating. 

 

 

Figure 17. Promotion based on previous year rating 
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d) Promotion probability based on awards won by employees 

This attribute shows if the employee has received an award previously during 

his service in the company. Based of figure 18, it shows that employees who 

have won an award have a 44.02% chance of being promoted than those who 

never won an award only have probability of 7.67%. 

 

 

Figure 18. Promotion based on awards won by the employee 

 

e) Promotion probability based on employee’s length of service 

Length of service indicates how long the employees have worked in the 

company. The shortest length of service is 1 year and 37 year is the longest. 

Based on the graph, employees with 34 years of services have a 24% 

probability of being promoted compared to other employees.  

 

 

Figure 19. Promotion by length of service 

 



19 

 

f) Promotion probability based on employee’s number of trainings 

Number of trainings indicates how many trainings course that has been 

participated by the employees. Based on the observation below, most of 

promoted employees only attend 1 training with the highest probability of 

8.81%. 

 

 

Figure 20. Promotion based on number of trainings 

 

g) Promotion probability based on employee’s average training score 

Average training score is the score for each employee during the current 

evaluations. Employees with an average training score of greater or equal to 

90 have higher chance of getting promoted which is 76.83% compared to 

those employees who have average training score of less than 90. 
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Figure 21. Promotion based on average training score 

 

h) Promotion probability based on employee’s region 

Based on the Figure 22, employees who have a large opportunity of being 

promoted with probability more than 10% comes from region 

4,17,25,28,23,22,3 and 7. 

 

 

Figure 22. Promotion by region 

 

i) Promotion probability based on employee’s department 

According to the dataset, employees that are from technology department 

have a chance of 10.76% to be promoted, followed by employees from 

procurement and analytics department with probability value more than 9%. 
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In contrast, employees from legal department will have the least chance with 

probability value of 5.10%. 

 

 

Figure 23. Promotion by department 

j) Promotion probability based on employee’s education level 

As mentioned before in the summary statistics, most of the employees comes 

from bachelor’s degree education background. However, according to figure 

24, employees with a master’s education level or above has a chance to be 

promoted by 9.86%.  

 

 

Figure 24. Promotion based on education level 

 

k) Promotion probability based on employee’s gender 
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Based on figure 25, there is not much difference in the promotion probability 

based on the gender. It shows that 8.99% of female employees are likely to 

get a promotion. 

 

Figure 25. Promotion based on gender 

l) Promotion probability based on potential region 

Next, additional features like potential region have been created. Potential 

feature indicates the region that have the most probability to get promotion. 

Based on the information that have been identified earlier in promotion 

probability based on region, there are 8 potential regions which are region 

4,17,25,28,23,22,3 and 7. This region is being arranged in descending order 

according to their probability value. Thus, any employee who is located in 

any of this region, the potential region value will ‘1’, otherwise ‘0’. 

 

 

Figure 26. Potential region features 

 

Based on the figure above, it proved that employees who are located in the 

potential region will have a higher chance to get promotion than the 

employees that are located out of the potential region. 
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Figure 27. Promotion based on potential region 

 

m) Promotion probability based on employee’s performance level 

The second additional features that has been created is the performance level 

features. This feature will combine the values from ‘previous_year_rating’, 

‘KPIs_met>80%’, and ‘awards_won’. Based on the results that have been 

obtained from the 3 attributes, it implies that employees will get a higher 

chance of being promoted if an employee met 3 conditions as follows: 

i) An employee who has achieved KPI more than 80% have higher 

chance of getting promoted than employee who did not met the 

criteria 

ii) An employee who got rating of 5 in the previous year rating has 16% 

probability of getting promoted compared to others employees who 

got a lower rating 

iii) An employee who has won an award in the past year has higher 

chance to be promoted than other employees. 

 

Figure 28. Performance level count 
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Performance level will have 4 values range from 1 which is low, 2 indicates 

good, 3 is best and 4 is excellent, with the conditions as follows: 

i) If KPIs>80% = 1 & previous_year_rating = 5 & awards_won? = 1, 

then performance level = ‘Excellent’ else, 

ii) If KPIs>80% = 1 & previous_year_rating = 4 or 5 & awards_won? = 

1 or 0, then performance level = ‘Best’ else, 

iii) If KPIs>80% = 1 & previous_year_rating = 3 & awards_won? = 1 or 

0, then performance level = ‘Good’, 

iv) Else performance level = ‘Low’ 

Based on the performance level, it shows that employees in who has 

excellent performance level have the highest possibility which is 52.30% 

compared to employees who is in another performance level. 

 

 

Figure 29. Promotion based on performance level 
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4.2 Model I: Prediction using logistic regression 

Before the model being developed, since the classification problem in this study is 

included under supervised machine learning, the dataset needs to be split. The dataset 

will be split into 80% training data and 20% testing data. All the features of the 

dataset will be separated into independent variable (X) and dependent variable (Y). 

In supervised machine learning, there are two types of variables that are important. 

Firstly, is the independent variable. Independent variable is the features or the 

predictors variable. In this case, the independent variables are all of the attributes 

except the last column which is the ‘is_promoted’. Secondly, is the dependent 

variable. Dependent variable (Y) is the predicted or the outcomes value. In this 

study, the dependent variable is the is_promoted column where the outcome will be a 

binary value. ‘0’ indicates that the employees did not get the promotion while ‘1’ 

shows that the employee receive a promotion. 

 

Figure 30. Split train and test data 

 

The first model to predict employee’s promotion is by using logistic regression. 

Training data will be fitted into the model. The model then will predict the ‘y’ value.  

 

Figure 31. Logistic regression 
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For model evaluation, confusion matrix and classification report has been used. 

According to the confusion matrix, there are 10 030 results of true negative and 205 

result of true positive. This indicates that a total of 10 235 correct predictions and 

727 incorrect predictions. 

 

Figure 32. Confusion matrix for logistic regression 

 

Based on the classification report, this logistic regression predictions have accuracy 

score of 93.4% and precision score of 80.1%.  

 

 

Figure 33. Classification report for logistic regression 
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4.3 Model II: Prediction using k-nearest neighbour 

The second model for prediction is by using k-nearest neighbour classifier (KNN). 

KNN will simply assigned case to the class of its neighbours, with the case being 

allocated to the class that is most frequent among its K nearest neighbours and it is 

determined by a distance function. Figure 34 shows there are 10 143 correct 

prediction and 819 incorrect predictions.  

 

Figure 34. Confusion matrix for KNN 

 

Based on the classification report, this KNN predictions have accuracy score of 

92.5% and precision score of 60.8%. 

 

Figure 35. Classification report for KNN 
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4.4 Model III: Prediction using decision tree 

The last model in this study is by using decision tree modelling to predict employee’s 

promotion. This decision tree will break down the dataset into a smaller section until 

a tree with leaf nodes and decision node are formed. Figure 36 indicates that there 

are 9 807 correct predictions and 1 155 incorrect predictions. 

 

Figure 36. Confusion matrix for Decision tree 

 

Besides that, decision tree classification report shows the model accuracy of 89.5 and 

precision score of 37.5%. 

 

Figure 37. Classification report for decision tree 
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Figure 38. Decision tree 
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4.5 Data visualization in Power BI 

Data visualisation aids in the telling of stories by transforming data into a more 

understandable format and showing trends and outliers. A good visualisation tells the 

story by reducing noise from data and emphasising the most important facts. Power 

BI is a Microsoft cloud-based business analytics application that allows anyone to 

visualise and analyse data more quickly and efficiently. It's a versatile and effective 

tool for connecting to and analysing a wide range of data. For data-science-related 

employment, many businesses consider it indispensable. The fact that Power BI 

features a drag-and-drop interface contributes to its ease of use. This functionality 

makes it simple and quick to accomplish operations like sorting, comparing, and 

analysing. 

 

 

Figure 39. Data visualization 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 

 

In this study, three algorithms models which are logistic regression, KNN, and 

decision tree has been tested to predict the which employees will get a promotion 

based on certain attributes. To determine the accuracy of the models, the results of 

predictions will be compared to the actual values. In Table 2, shows that logistic 

regression (LR) model performed better than other algorithms with the highest 

accuracy rate of 93.4%. In contrast, the decision tree shows an 89.5% accuracy score 

and a huge difference in precision score with only 37.5%. Thus, this comparison 

shows that LR is the most suitable model to be choose dur to the high accuracy and 

precision score. Not only that, LR model is simple to build and, in some situations, 

delivers excellent training efficiency. Because of these factors, training a model with 

this technique does not necessitate a lot of computing resources. 

Table 2. Comparison of models’ performance 

Model Accuracy (%) Precision (%) 

Logistic regression 93.4 80.1 

K-nearest neighbour (KNN) 92.5 60.8 

Decision tree 89.5 37.5 

 

In this study, a few attributes that contributes to the decision making in employee 

promotion system has been identified. Promotion issues are related with both 

organization and their staff. This study has concluded that promotions are affected by 

many factors like employee key performance indicator, length of service of the 

employee and number of training that employee have undergo through. Besides that, 

logistic regression model has been developed with an accuracy score of 93.4% and 

precision score of 80.1% that could predict which employee will get promoted. 

Through the prediction, human resource management could prepare beforehand 
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which employee will promoted. Thus, this could improve the transitioning of the 

employee into their new position especially for human resource management when it 

is related with paperwork such as promotion letter, job description, salary and others. 

Moreover, the results for the prediction and descriptive analysis will be visualized by 

using data visualization. Hence, human resource management could see the trends 

and use these insights as future reference. Nevertheless, through this study, it could 

provide an insight and improve the prediction analysis related to employee 

promotion.  In the future, other related attributes could be added in order to provide a 

more accuracy in the prediction model. 
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