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ABSTRACT

Spectral Amplitude Coding Optical Code Division Multiple Access (SAC OCDMA)
systems are gaining more attention, due to the fact that when using appropriate detection
technique, the Multiple Access Interference (MAI) can totally be canceled. There have
been many codes proposed for SAC Optical CDMA systems, such as Hadamard code,
Moedified Frequency Hopping (MFH) code and Double Weight (DW) code family.

The motivation of this research is to enhance the DW code family to give an overall
better performance. Three aspects are tackled in this research. Firstly, the existing code
construction technique is studied, and trying to find a more efficient method to construct
the codes. Secondly, alternative detection techniques are investigated and compared to
the existing ones. Thirdly, a software simulation of the SAC OCDMA system with the
DW code family using the Virtual Photonics Instrument (VPI) Transmission Maker

software version 7.1 is implemented.

A new code construction technique is proposed to overcome the drawbacks of the
existing method, which is complicated and time consuming. Two equation-based code
construction techniques are proposed. Both techniques provide a simplified and more

efficient method of constructing codewords then the previous technique.

When the mapping technique is applied to increase the number of users for the DW code
family, the SAC OCDMA detection (Complementary detection) cannot be used to
retrieve desired signals due to unfixed cross-correlation between code sequences. A
hybrid Wavelength Division Multiplexing/Spectral Amplitude Coding (WDM/SAC)
system can be used to resolve this problem. A reduced set of Fiber Bragg Gratings (FBQG)
is proposed for the hybrid WDM/SAC to reduce cost and improve the performance.
Theoretical calculations show an improvement for the proposed method over the hybrid

WDM/SAC method.

Simulation results using VPI software show for the same transmission quality the

proposed method can support longer transmission than the other methods.
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CHAPTER ONE

INTRODUCTION

1.1 Background

As the demand of Telecommunication systems and Networks to provide multimedia and
other broadband integrated services is growing [1-6], development in the corresponding
electronics and transmission media is crucial. The development of fiber optics
communication in the last few years has made the optical fiber a strong contender for the

modern telecommunication systems [1-6].

Optical fiber provides extremely high bandwidth (in Tbps) if compared to the traditional
transmission media [6]. The other traditional media struggle to reach the Giga mark. The
attenuation factor is much less in optical fiber [1-6], which enables use for longer
distance transmission without the need for amplification or regeneration. Due to the
usage of light as a carrier, many different wavelengths can be multiplexed on the same
fiber in order to increase the overall bandwidth. As a result, it will reduce cost and also

enable multiple user access.
1.2 Telecommunication Networks

Telecommunication networks can be divided into two major categories:

I. Long-haul networks:

Long-haul networks, Backbone networks or Wide Area networks are networks which
cover broad geographic areas (Thousands of kilometers). WANSs are usually setup by
services providers or telephone companies, expensive equipment is required to optimize
transmission.

2. Short-haul Networks:

Short-haul networks are divided into two categories:
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. Local Area Networks: these networks have a limited coverage that does not extend
beyond a few hundred meters, usually used in buildings and college campuses.

II. Metropolitan Area Networks: these cover distances of a few kilometers. These
networks are used to connect different parts of a city together. Multiple routers,

switches and hubs are used in MANS.
1.3 Multiple Access Techniques

Multi access is a scheme to share a common communication resource among a number of
users. The main challenge in modern telecommunication systems is to efficiently divide
the available transmission bandwidth among different users and obtain maximum

utilization.

Optical fibers provide a very high transmission bandwidth, which allows multi users to
simultaneously access the shared medium. A multiple access technique is required for

combining and separating traffic on a shared physical medium.

There are three multi access techniques; Time Division Multiple Access (TDMA),
Wavelength Division Multiple Access and Code Division Multiple Access. TDMA and
WDMA are traditionally used in fiber optics communication systems to allocate the
available bandwidth among the different users. TDMA operates by allocating each user
with a specific timeslot, and each user transmits and receives its data within this timeslot.
WDMA systems allocate different users with different wavelengths around a center
wavelength. TDMA and WDMA systems allocate a permanent timeslot or wavelength
channels to different users respectively. However, this can lead to bandwidth wastage if
not all the users are using the network. A more efficient multi access for bursty traffic is
CDMA, where each user is given a unique codeword to differentiate him from other

users. Figure 1.1 shows the three multi access schemes,
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Figure 1.1: TDMA, WDMA and CDMA

1.4 Optical Code Division Multiple Access

Optical CDMA or OCDMA is an interesting development in short-haul optical
networking because it can support both wide and narrow bandwidth applications on the
same network. In addition, it connects large number of asynchronous users with low
latency and jitter and therefore permitting quality of service guarantees to be managed at
the physical layer. Moreover, it also offers robust signal security and has simplified
network topologies. However, for improperly designed codes, the maximum number of
simultaneous users and the performance of the system can be seriously limited by the

multiple access interference (MAI) or crosstalk from other users. The optical signal
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carrying the data exhibits a set of signal processing operations, Hence this modifies its
time and/or frequency appearance, in a way recognizable only by the intended receiver.
Otherwise, only noise-like bursts are observed. A comparison between the three different

multi access techniques is given in TABLE 1.1,

TABLE 1.1:
COMPARISON BETWEEN TDMA, WDMA AND CDMA.
MULTIPLE ADVANTAGES DISADVANTAGES
ACCESS
SCHEMES
1. TDMA 1. Dedicated timeslots provided | 1. Accurate synchronization
2. High throughput needed
3. Deterministic access 2. Not efficient in bursty traffic
3. Bandwidth wasted
4. Performance degrades with
the number of simultaneous
users
2. WDMA 1. Dedicated channels provided | 1. Channel crosstalk
2. Bandwidth wasted
3. Low bandwidth efficiency
4. Non-linear effects
3. CDMA 1. Simultaneous users allowed | a. Multiple Access Interference
2. Asynchronous access (MAI)
3. No delay or scheduling
4. High bandwidth efficiency
5. Efficient for bursty traffic.
6. Dedicated channels provided
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1.5 Problem Statement

Due to the success of CDMA in wireless communication, researchers are adapting this
technique to the optical world under the motivation of accommodating a larger number of

clients to communicate simultaneously through a common optical fiber.

Optical CDMA started around two decades ago [7]. In the beginning researchers tried to
apply the same CDMA techniques already established in wireless communication. The
results that they obtained were far from comparable to the success of that in the wireless
[8-9]. This is mainly due to the fundamental difference between the radio frequency and
optical fiber communication environments. For instance, the output characteristics of an
optical source, such as phase and polarization, are not controllable as of a microwave
source. The optical fiber exhibits phenomena that are either not present or insignificant
in, the RF channel. Also, the photodetector detects incident power only, while the phase
and polarization cannot be easily sensed. A complex architecture is required in order to
control and detect such parameters and it is inappropriate for an access communication
system. To overcome these difficulties researchers have been trying to establish newer
encoding and decoding techniques [10-30]. Many different techniques have been
proposed and these techniques will be studied in chapter two. Another limitation is optics
to electronics and electronics to optics conversion, which limits the transmission speed. A

modern approach is to use an all optics processing scheme (optical signal processing)

(10-11].

Due to the numerous drawbacks of TDMA and WDMA, Optical CDMA appears to be
the best alternative technique to support short-haul transmission, where the number of

simultancous users is high, and there is asynchronous access and bursty traffic.

The two major factors that affect the performance of the OCDMA system are code design
and receiver design or the detection technique used {]. Many codes have been proposed
for different GCDMA systems. For conventional time spreading OCDMA systems [12-
13], Optical Orthogonal Codes (OOC) [12-13] and Prime Codes [14] have been
proposed. For the wavelength-hopping time-spreading OCDMA system, Carrier hopping
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[14], and Extended Carrier Hopping Prime codes [15] have been proposed. For the
Spectral Amplitude Coding (SAC) OCDMA system [16], m-sequences [17], Hadamard
[18], Balanced Incomplete Block Design (BIBD) code, Modified Quadratic Congruence
(MQC) code, Modified Frequency Hopping (MFH) code [19], and most recently the
Double Weight (DW) code family have been proposed [20].

In this thesis, the most recently developed code in SAC systems, the Double Weight
(DW) code family is studied. A new equation based code construction technique is
proposed. The effect of incrementing the number of users using the mapping technique

on the detection scheme is also analyzed and simulated.
1.6 Objectives

The main goal of this research is to enhance the performance of the DW code family to

give better results. The objectives of this research include:

1. To find a new equation-based construction technique for the DW code family.

2. To derive equations for the codeword construction and code length.

3. To find an alternative detection technique to support user increment using the
mapping technique.

4. To enhance the alternative detection scheme by reducing cost and improving

performance.
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1.7 Scope of Study

In this research, multiple access and multiplexing issues are focused on through studies
performed at the physical layer. Optical CDMA is a new multi access technique, which
promises better performance for short-haul optical fiber networks. This research
concentrates on the DW code family as the most recently developed code for SAC
OCDMA systems. Figure 1.2 shows the study structure of this research. Three main
subjects will be considered, code construction, detection techniques and software

simulation.

Figure 1.2: General Scope of Study

1.8 Methodology

The motivation of this research is to enhance the DW code family to give a better overall
performance. Three aspects are covered in this research. Firstly, the study of the existing
code construction technique, the Matrix construction and the Mapping technique, and try
to find a more efficient method of constructing the codes. Secondly, alternative detection
techniques are investigated and compared to the existing ones. Thirdly, a software
simulation of a SAC Optical CDMA system with the DW code family using the Virtual

Photonics Instrument (VPI) transmission maker software version 7.1 is implemented.
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A software implementation of the whole system is built and used to study the
performance of the code. A software simulation is important since it normally considers
all practical factors which may be too extensive to be considered in the theoretical
development. For example, the effects of material dispersion, fiber nonlinearities and

insertion loss are not considered in the theoretical development.
1.9 Thesis Overview

Chapter One gives a general view of the fiber optic communication and optical CDMA

systems. Problem statements, objectives and scope of study are also outlined.

Chapter Two concentrates on the different Optical CDMA systems. Examples of the

different systems and the codes used for each system are given.

Chapter Three covers the construction of the DW code family. The existing technique is

studred and a new construction technique is proposed.

Chapter Four focuses on the detection scheme for the DW code family and the effects of

increasing the number of users on the correlation properties and on the performance.

Chapter Five shows the results obtained through theoretical calculations and software

implementation.

Chapter Six gives concluding remarks and future work.
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CHAPTER TWO

OPTICAL CODE DIVISION
MULTIPLE ACCESS SYSTEMS

2.1 Introduction

In this chapter, different Optical CDMA systems are discussed. Optical CDMA can be
divided into two major categories which are coherent systems and incoherent systems.
Coherent systems are more complex and need more sophisticated and expensive

equipment than incoherent systems.
2.2 Coherent Optical CDMA systems

In coherent systems, the complex nature of the optical field is taken into account in the
encoding process including amplitude and phase. Phase plays an important role in code
design. Manipulation in the optical field phase and amplitude allows the sum of the cross-

correlation property to be zero.

There are many coherent optical CDMA systems, two examples of which are pulse-based

coherent direct spread CDMA and time spread optical CDMA.
2.2.1 Pulse-Based Coherent DS-OCDMA

The development of femtosecond Mode Locked Lasers (MLL) delivering a train of ultra-
short pulses with high coherence purity has motivated the emergence of new all-optical
CDMA techniques. Each pulse is modulated by the value of the OOK data, and then split
into identical sub-pulses along different optical paths. A combiner gathers all the sub-
pulses into the same fiber. The lengths of the optical paths are dimensioned so that the
sub-pulses will be placed corresponding to a pre-determined pattern or code. The splitters

are separated by a distance fixing the time spacing between the chip pulses. The phase of
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each tapped pulse is changed by an optical phase shifter consisting of an optical
waveguide and a heater. The phase shifters adjust the tapped pulses as prescribed by the

bipolar code. Tapped pulses are given a corresponding phase shift [21].

At the receiver, a similar setting is configured in order to match the desired user’s
encoded signal. The correlation between the receiver code and the desired user code leads
to an auto-correlation peak. The interference signals, however, contribute by low-level
peaks. Once decoded, the receiver may require some important and complex processing
operations. This complexity is mainly due to the incapacity of electronics to make the
very high speed processing required to finalize the reception operation. The decoded
signal should be compared to a threshold level in order to decide about the data bit value.
The threshold value can be estimated using the statistics of the family of codes, and the
number of active users. Furthermore, the desired part of the signal exists in a chip
duration, over which integration should be performed. Since the original optical pulses
are of sub-picosecond duration, it is not realistic to perform such operations in the electric
domain. Figure 2.1 shows the encoder/decoder of Pulse-Based Coherent DS-OCDMA

system.

Chip lime Tunable Splitter

l > | / Detection
':‘ Phase Shifter & Decision

‘. Combiner L Splitter N l

Network

--------

Other Users

Figure 2.1: Coherent DS-OCDMA System



Chapter Two.: Optical Code Division Multiple Access Systems 11

2.2.2 Time Spread Optical CDMA (Weiner)

Time spread-CDMA, developed by Weiner [10,22-27] in the early 90s, is considered
among the most attractive alternatives (see Figure 2.2), This was the first time that the
frequency axis itself was used as an encoding resource. This required an ultra-short pulse
mode locked laser providing a coherent broad bandwidth. The MLL output is modulated
by the binary data in OOK format. The signal is then focused on a diffraction grating,
which spatially deploys the frequency components of the pulse. A programmable Liquid
Crystal Modulator (LCM) phase mask introduces a phase-shift of 0 or 7 at each spectral
component according to a given bipolar frequency code. Following the mask, the
frequencies are gathered using a second diffraction grating and injected into the fiber.

The setting, including a phase mask, two lenses, and gratings, is usually referred to as a
4F-diagram [22-27].

/ Programmable Phase Mask (LCM)

1-111-11-111 —»0

HI==

<

{1171

LTI

MLL R
1 0 1 1 Q 1
I

Figure 2.2: Coherent Time Spread—OCDMA Encoder
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2.2.3 Codes

The same bipolar codes used in wireless communication are used here [28-29].The
bipolar codes used in wireless CDMA are designed to have close-to-zero cross-
correlation function to minimize MAIL The most popular codes are the Walsh

(Hadamard) code and pseudorandom sequences as maximal length sequences.
2.2.3.1 Walsh (Hadamard) code

Walsh (Hadamard) codes are employed to improve the bandwidth efficiency of wireless

CDMA since they have zero cross-correlation function when they are all synchronized in

time [28]. Hadamard codes have length of N = 2", denoted by H},, where # is a positive

integer, j € [O, N - 1] is the jth row extracted bipolar sequence of Hy.

1
1
1

H, H,
HZM:{ 2 —2} (2.2)

where ﬁz,, represents the complement of H .. The cross-correlation of any two code
sequences 1s zero (H O @Y = o) and the auto-correlation for the same code

sequence is N (HS\',‘}(H(,‘V‘))T = N).
2,2.3.2 Maximal-Length Sequences

The maximal-length sequences can be expressed as

. m T .
S, =le et G el for g length 2m-1, where ¢ represents the ith

cyclic left-shift of ¢, and T"the vector transpose. For a code sequence ¢ = [+1 +1 -1 +1] -1

=17, ¢ = [+ -1 41 -1 -1 -1 +1]...etc [28-29].
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2.3 Incoherent Optical CDMA

Incoherent systems do not exploit the complex optical field. This type of system mainly
depends on the amplitude in code design. Incoherent systems have attracted a significant
body of research over the last two decades. There are three main systems that have been
proposed; Direct Spreading Optical CDMA, Spectral Amplitude Coding systems and
Frequency Hopping systems.

2.3.1 Incoherent Direct Spreading Optical CDMA

This system depends on direct spreading with unipolar codes [12-13,30-39]. Figure 2.3
shows an incoherent DS-OCDMA system. Earlier systems used tap delay lines for the
encoder and decoder design. However, programmable ladder networks are more

attractive nowadays,

The receiver decoder is identical to the encoder except that it performs the inverse
function. Chip-pulses arriving in advance are delayed so that all the chip-components of
the signal travel an equivalent path. The pulses coming from the desired transmitter will

superpose in the same chip duration, thus requiring a fast time-gate.

J_L _,/—CD—\_, i,
@
L/

T. (a) T,
. O O

\J
—M\ e

‘ { 1

Encoder Controller

(b)

\ 4

Figure 2.3; Incoherent DS-OCDMA Encoding/Decoding (a) Delay Lines (b)

programmable ladders
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2.3.1.1 Codes

There have been many codes invented for Direct Spread OCDMA systems, the most
popular of which are the Optical Orthogonal Codes [12-13,30-35] and the Prime Codes
Family [36-39].

2.3.1.1.1 Optical Orthogonal Codes (0OOC)

The Optical Orthogonal Codes (OOC) were first invented by Salehi and Brackett [12-13],
and they are the most efficient codes in DS-OCDMA. The OOCs are a sequence of (0,1)

and have a general code construction of (L,w, 4,4, ), where L is code length, w is the

code weight, 4, is the auto-correlation property and A, is the cross-correlation property.

0O0OCs are designed to have the following correlation properties:

I. Autocorrelation property: for any X eC and any integer 7, 0<7</L

XX o <4, (2.3)

Il. Cross correlation property for any X #Y e C and any integer ¢

L-1
ZX[}/;@r s )‘c (24)

(=0

where & denotes modulo L

The OOCs have correlation values of 4, = A, <1. Through these correlation properties it

can be seen that it is easy to distinguish a code sequence in the presence of other code

sequences and shifted versions of the same code sequence.

The relation between the number of users X, the weight w and the code length L is:

- L -1
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There are three methods used to construct QQOCs :

1. The Interactive Construction Technique.
2. The Greedy Algorithms Technique

3. The Projective Geometry Technique.

The projective geometry technique is the most popular construction method. There are
several mathematical approaches using the projective geometry technique to design the

OO0Cs [32]. An example of the OOC(341, 5, 1) is given in the Appendix A.

The disadvantages of the OOCs are that they have very large code sequences to support
even a moderate number of clients. Also, all three techniques used in the code
construction are complex and require extra system memory to store constructed codes

beforehand.
2.3.1.1.2 Prime Code Family

The prime code was the first code implemented in optical CDMA [14,36-38]. The
number of code sequences in the prime code over Galois field GF (p) of a prime number

p is p. the code length is p”.

With GF(p) = {0, 1,2, ..., p-1}, a Prime sequence S = (81058, 00 Sipyy) 18

constructed by multiplying every eclement ; of GF(p) by an element i ofGF(p)

modulo p,

Therefore,
s, =0)®p for ij=1{0,1,2,.., p-1} (2.6)

p distinct prime sequences can be obtained.

The prime sequences can be mapped into a binary code sequence using

Ci=(Ci0sCi e Crpmns €

i) by assigning ones in positions i=s,  + jp and zeros in

all other positions.
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Therefore,

1 for k=s,,+jp, j=0L.,p-1
c,.kz{ % s TP (2.7)

0 Otherwise

Fori=0,1, ..., p-1.

The prime code has a high auto-correlation equal to the prime number and a cross-
correlation less then two. The main disadvantages of the prime code are that weight is
always equal to a prime number and it has high auto-correlation sidelobes, which makes

it difficult to distinguish the code sequence from shifted versions of itsself.

To solve these problems, new codes from the prime code family have been invented such
as the Extended prime code, the Generalized prime code, the 2n prime code ...etc [14].

An example of the prime code for GF(5) is given the Appendix A.
2.3.2 Wavelength Hopping/Time Spreading Optical CDMA Systems

To support large number of users in DS-OCDMA systems, codes with very long code
length are needed to give good correlation properties. In other words, a very large
bandwidth is required, creating a stringent requirement for encoding and decoding

hardware speed.

Tancevski and Andonovic [39-40] proposed to imbed multiple wavelengths inside the
optical code, making a second degree of coding dimension [41]. This approach can be
viewed as a frequency or wavelength hop that takes place at each pulse of the code
sequence, assuming that the number of wavelength available is equal or higher then the

code weight. Figure 2.5 shows the frequency hopping/time spreading OCDMA system.
2.3.2.1 Codes

Two dimension codes have been invented for frequency hopping systems. The most
popular codes are the Carrier Hopping Prime Code, the Multilength Carrier Hopping
Code [14] and the Extended Carrier Hopping Prime Code [15].
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Figure 2.5: Incoherent Frequency Hopping/Time spreading OCDMA System
2.3.2.1.1 Carrier Hopping Prime Code (CHPC)

The carrier hopping prime code (CHPC) uses a two-dimensional approach. In which the

code sequences are represented both in time and wavelength. The CHPC has general

representation of wx p p, ... p, binary matrices of length p, p, ... p,, weight w, and a
cardinality of p,p,...p,, where p, 2p, | 2...2p, > p, >w. The weight w is the
number of rows, and it 1s related to the number of available carriers. p,p,...p, is the

number of columns, and its related to the length of the carrier hopping matrices. Because
each matrix has a single pulse ‘1° per row and each pulse is assigned to a different carrier,
the CHPC has auto-correlation sidelobes of zero and a maximum cross-correlation of

one.

The general construction of the CHPC is:

{ [ tovo):(lail +£2(: +'”+l'kplp2“'(7k)’
252®p| i+ 2®p2 Lip +-+ 2®pk 1.k)p1p2"'pk—|)"'

(w—],(w—l)@m I +((w~l)(8)p2 1'2)p1+---+((w-1)®pk i,\,)p]pz---pkfi) ]:
i ={0L...p =1hi2={01,...,p, ~1}...0, = {O.1,..., p, =1} }

(2.8)

The multilength carrier hopping prime code supports a large variety of services (data,

voice, image and video) for users with different signaling and quality of services [14].
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The extended carrier hopping prime code was invented to achieve higher cardinality then
the original CHPC [15,42]. An example of the CHPC for (8x41, 8, 0, 1) for users 4,9, 11
and 22 is given in the Appendix A.

2.3.3 Spectral Amplitude Coding Optical CDMA Systems

This approach was first introduced by Zacarrin and Kavehrad [16-17,43-44].Spectral
Amplitude Coding SAC OCDMA systems have been introduced to minimize the multi
access interference present in the incoherent DS-OCDMA system. This approach is
similar to the coherent phase encoded system in the sense that the frequency components
from a broadband optical source are resolved first. Each code channel then uses a spectral

amplitude encoder to selectively block or transmit certain frequency components as in

Figure 2.4,
:
upler .
Broadban: Spectral P Splitter
Source Encoder /| - ’ A (V) L
Data — -
2, MDD Aaw |, LPF

h 2 Data

J L N AV L Fl

Figure 2.4: Incoherent Spectral Amplitude Coding OCDMA System

1
|

A balanced receiver with two photodetectors is used as part of the receiver. The receiver
filters the incoming signal with the same spectral amplitude filter also called the direct
filter used at the transmitter as well as its complementary filter. The outputs from the

complementary filters are detected by the two photodetectors connected in a balanced
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fashion. For an unmatched transmitter, half of the transmitted spectral components will
match the direct filter and the other half will match the complementary fiiter. Since the
output of the balanced receiver represents the difference between the two photodetector
outputs, unmatched channels will be cancelled, while the matched channel 1is

demodulated.

Since there is a subtraction between two photodetectors, it is possible to design codes so
that full orthogonality can be achieved with the incoherent spectral intensity encoding
approach. In principle, orthogonality eliminates the crosstalk or multiple access
interference from other users. Bipolar signaling can also be obtained by sending

complementary spectrally encoded signals [18].

Besides using Diffraction Gratings, Fiber Bragg Gratings (FBG) and Array Waveguide
Gratings (AWG) can be used in the encoder and decoder design for unipolar codes

systems.
2.3.3.1 Codes

There have been many codes proposed for SAC OCDMA systems. The codes proposed
for SAC OCDMA have a fixed in-phase cross-correlation, such as the unipolar versions
of the Maximal-Length code [17] and the Hadamard code [18]. Recently, codes that have

ideal in-phase cross correlation (4. =1) have been proposed. These codes are the

Balanced Incomplete Block Design (BIBD) code [45], the Modified Quadratic
Congruence (MQC) code [46], the Modified Frequency Hopping (MFH) code [47] and,
most recently the Double Weight (DW) code family [20,48].

2.3.3.1.1 Hadamard Code

The Hadamard code and Maximal-Length code used in incoherent SAC OCDMA
systems are driven from coherent counterparts by substituting ‘-1’ by ‘0’ in the code
sequences. These codes are called complementary codes because the code sequence is
sent to represent binary data ‘1’ (mark) and the complementary of the code sequence is

sent to represent binary data ‘0’ (space).
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The Hadamard code 1s represent by:

1 1 H H
H, =[1] ,H, = JH.=| 2 2= 2.9
U A 29)

—_ ke e e
<o = o =
o o = =
—_ao o -

The Hadamard code will support 2" —1subscriber because the first code sequence is all

ones, it’s not taken into account. The main disadvantage of the Hadamard code is that is

there a wastage of code sequences because the code sequences are always 2" —1. Also,
the cross-correlation is high (N/2), which causes the presence of a dominant source of

noise in SAC OCDMA systems known as the Phase Induced Intensity Noise (PIIN).
2.3.3.1.2 Modified Frequency Hopping Code

The BIBD code, MQC code, MFH code and the DW code family are non-complementary
codes because nothing is sent to represent a space or binary data ‘0’. The construction of

the MFH code is given below [47]:
a. Step 1:

Let GF(q) denote a finite field of elements and Sis a primitive element of GF(g) . A
number sequence y,,(k)can constructed with elements of GF(g) using the following

expression:

B 4 p k=012,....,qg=2
ya,b(k): b, k:q—l (210)
a, k=g

Where aand b are elements of GF(q) expressed by « e{O,l,Z,....,q—,Z} and
be{O,l,Z,....,q~l} . The parameters « and & are fixed for each specified number

sequence and their changes result in different sequences. It should be noted that the

operations in (2.10) are determined by GF(g).
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Because the values of £*are not equal to zero no matter what the value of k is, the first

elements of each sequence are all different and they can exactly constitute a whole set of
(7F(g). Another sequence can be added into the new code family without affecting the

ideal in-phase cross correlation of the final binary code.

These number sequences are constructed using the following expression:

: b, k=012,...,9-1
y (k)= (2.11)
g-1, k=g

Therefore, a full set of ¢”number sequences is obtained which is denoted by y(k)in the

rest of this section.
b. Step 2:

Based on cach generated number sequence y(k), construct a sequence of binary numbers

5(7) by using the mapping method as in (2.14)

(i) = {1, if i =kp+ y(k) @.12)

0, else
Where i=0,1,2,......¢* +g—land k=|i/q].
MFH code possesses the following properties.

a. Each code sequence ¢°+¢ has elements that can be divided into (g+1) groups,
and each group contains one “1” and (¢g-1) “0”s.

b. In-phase cross correlation between any two sequences is always equal to 1.

[n the Appendix, some code examples for different values of parameters o and b are
listed when g¢is equal to 2°(i.e g=4). Here the selected primitive irreducible
polynomial is written as x* +x +1 and the primitive element £ is (10) in binary

form, which can be represented as ‘2’ in the decimal system [47].
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2.3.3.1.3 The Double Weight Code family

The DW code family is the most recent code family developed for SAC OCDMA
systems [20,48]. The DW code family will be studied in detail in the next chapter.

2.4 Applications of Optical CDMA

As the desire to make more use of the optical fiber bandwidth is increasing, Code
Division Multiple Access (CDMA) emerges as a promising multi access technique [7].
From its name, CDMA is a multiplexing scheme based on the principle of message
encoding and decoding by authorized receivers only and in the presence of interfering
signals from network other users. Due to its support for asynchronous access and coding
capabilities, CDMA is gaining more and more attention in the optical communication
world compared to its more established counterparts. Moreover, there is the prospect of
performing an all optical encoding/decoding process (optical signal processing), and
therefore achieving real transparent networks, which could potentially lead to network
throughput of the rate of Tbps [50]. A major field of application for Optical CDMA is

short-haul area networks and more precisely Metropolitan area networks.
2.4.1 Optical CDMA in Metropolitan Area Networks

A Metropolitan Area Network (MAN) is a network that covers an area of 10 — 100 km in
diameter. A MAN can range from a group of buildings to a group of cities. The MAN can
function as an intermediate bridge between Local Area Networks (LANs) and Wide Area
Networks (WANs). One end is called the central office (CO) of a MAN which is
connected to a WAN or long-haul infrastructure and the other ends are called nodes

which are connected to LANs and the end users.

Recently, as the number of users accessing MANS is increasing and the demand for high
capacity in optical networks to support new generation information services such as
Internet, multimedia, and video conferencing is getting higher, researchers are adopting

Optical CDMA to be used in MANS, as Optical CDMA can support large numbers of
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asynchronous users compared to other multi access techniques. Also the bursty traffic

nature of MANS is suited to Optical CDMA.
2.5 Summary

In this chapter, different Optical CDMA systems where covered. Examples of Coherent
systems such as Pulse-Based Coherent DS-CDMA and Time Spread Optical CDMA
where discussed. Examples of Incoherent systems where given such as Direct Spreading
Optical CDMA, Wavelength Hopping/Time Spreading Optical CDMA and Spectral
Amplitude Coding Optical CDMA. Also examples of the frequently used codes for each
system where discussed. This chapter also covered some of the optical CDMA

applications on MANS.
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CHAPTER THREE

DOUBLE WEIGHT CODE FAMILY
CONSTRUCTION

3.1 Introduction

In this chapter, the Double Weight (DW) code family is studied in detail. This chapter
starts with a general overview of codes. Then the DW code family code construction is
focused on. The existing technique, the matrix construction and mapping technique for
DW family code construction are analyzed. A new equation based code construction
technique is proposed for the DW code family to overcome the drawbacks of the existing
technique. Two equations are proposed; the first is based on the distribution of ones 1’ in
each codeword and the second is based on the basic building blocks of the basic matrix.
The proposed new technique is accurate, fast and precise in constructing codewords for

each client.
3.2 Optical codes Design

Any OCDMA code can be represented in a general form of (L,w, 4 ) [12-13], where L is

the code length, w is the code weight (the number of “17) and A4, is the cross correlation or

the number of overlapping sequences.

There are two types of correlation functions, the auto-correlation function and the cross-
correlation function. The auto-correlation function determines how well a code sequence
is detected at an intended receiver in the presence of mutual interference. The cross-

correlation represents the degree of mutual interference between two code sequences.
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The auto-correlation property should be made as high possible to distinguish the signal in

the presence of background noise. For a code sequence of ¥ = (x X ) it can

X9 e

be represented as:

L

i=1

ﬂ,a = XX (3.1)
The cross-correlation property should be kept as low as possible to keep the Multiple

Access Interference (MAI) as negligible as possible compared to the desired signal. For
two code sequences X = (x,,X,,.x,) and ¥ =(¥,,),,.......»y ) it can be represented

by:

L
A= L%0, (3.2)
3.3 The Double Weight (DW) code

The DW code 1s a code propesed by Aljunid et a/ [20], for Spectral Amplitude Coding
OCDMA systems. The DW code is constructed using a basic matrix construction and a
mapping technique.

The DW code can be represented by using a K x N matrix. In the matrix X rows and N
columns represent the number of users and the minimum code length respectively. A

basic DW code is given by a 2 x 3 matrix as shown below:

011
H, =
M=l I:I 1 0} (3.3)

It can be noted out that Hy-; has a chips combination sequence of 1,2,1 for the three
columns. A chips combination sequence is defined by the sumnmation of the values of the
corresponding elements in every two rows (i.e 0+1, 1+1, 1+0). The purpose of the 1,2,1
combination is to maintain the cross correlation value of one; only one overlap between

two chips will be allowed [20].
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To increase the number of users a mapping technique is introduced:

00 0i0 11
00 0'1 10 0 H,
H ——f———— - = 34
0TI 0 0 0 {Hl o} G4
1 1 0,000

Here, the basic matrix is repeated diagonally filling the empty spectrums with zeros ‘0’
while maintaining the 1,2,]1 combination. This mapping technique can be applied to

increase the number of users from the basic number to any number of users.
The DW code has the following properties:

1. The code weight is two.
The cross-correlation is as most one.

The weighted chips are in pairs,

B

The chip combinations is maintained 1,2,1 for every three columns.

3.4 The Modified Double Weight (MDW) code

The MDW code is a member of the DW family, and has the same properties as the DW
code. The main difference is that the weight is more than two (multiple of two) to

increase the Signal to Noise Ratio (SNR) [48].

3.4.1 Basic Matrix Construction Technique

The MDW code is constructed using a basic matrix construction scheme [20], The basic

matrix construction is given in Figure 3.1,
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[4] [B]
( |

[C] [D]

Figure 3.1: General Form for MDW basic matrix construction

Where:

.
7

I. [A] consists of a Ix 32 J matrix of zeros.
j=l

2. [B]consists of al x 3n matrix of [ X, ] for every 3 column. (i.e. a | x 3r matrix with

n times repetition of [ X, ]), where n=2.

3. [C] 1s the basic code matrix for the next smaller weight, w = 2(n-1).

4. [D]isan n x » matrix of [ X, ] as shown in (3.5).

000 000 [X,
[D]=[x,]=]000 [x,] 000 (3.5)
[x,] 000 000

Where
X=[0 0 ¢ (3.6)
X,=[0 1 1] (3.7)
X,=[1 1 0] (3.8)

There are two basic components constructing the basic matrix which are:

Basic Code Length:
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2
Ny=3)m (3.9)
Basic number of users:
Ky,=—+1 (3.10)

Example (1):

An example of the MDW with the weight of six is given. For w = 6, from (3.9) the basic

code length is:

Ny = 321':18 (3.11)

Ky= T+1=4 (3.12)

Therefore, the basic matrix for MDW 6 consists of a 4 x 18 matrix. The element in each
section depends on the value of n, for w = 6, n =3. The elements in the basic matrix for
MDW at w = 4 are thus;

2

a. [A] consists of a 1X3Zj matrix of zeros, where [A] = [[ X, L[ X, L[X, 1]

=l
=[000000000]
b. [B] consists of a 1 x 3n matrix which is » repetition of [ X, ] or, in other words,
[BI=0[X, L0X, [X,1]=[011011011]
¢. [C] consists of MDW basic matrix for the next smaller value of w (i.e. w= 2(n-1)

= 4). The basic matrix for w=4 is,



Chapter Three: Double Weight Code Family Construction 29

000011011
[HJ={0 1 1T 0 0 0 1 1 0 (3.13)
1 10110000
d. [D] isa matrix of n x n consisting of matrices of [Xj],
0060 00O0T1TT1TO0
Dj=0 0 0 1.1 0 0 0 O (3.14)
110000000
I
09000 0090 ¢ 0,0 1 1 01 1 0711
00001101 1'000000110
y (3.15)
011000110:000110000
1101 1000011 1 00O0O0O0CO0O0

3.4.2 Mapping Technique

The mapping technique is a mechanism used in [3] in order to increase the number of
users beyond the basic number of users offered by the basic matrix for a specific weight.
To increase the number of users, this technique repeats the basic matrix diagonally for
any number of times required and filling the empty spaces with zeros, maintaining the
combination of 1,2,1 to ensure a maximum cross-correlation of one as shown in TABLE

3.1.

TABLE 3.1:
MDW OF WEIGHT FOUR (W = 4) WITH MAPPING.
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After studying the matrix construction technique and the mapping technique, it can be
observed that in order to get a specific codeword, it cannot be obtained without
constructing the whole matrix in additional to using the mapping technique if the number
of users is larger than the basic number. Due to this, it is necessary to establish an

equation-based code construction technique to derive each codeword separately.
3.5 Equation-Based Code Construction

Two equations have been proposed for the DW code family construction.

3.5.1 The First Equation

By observing the representation of MDW in TABLE 3.2 and the mapping technique in
TABLE 3.1, it can be seen that the mapping technique is simply images of the basic
matrix repeated diagonally, so the basic matrix layout is concentrated on first, and then

the mapping is taken into consideration later.

TABLE 3.2:
MDW OF WEIGHT SIX (W= 6) WITH ONES PATTERN.

LR M P

3.5.1.1 Pattern Observation

The number of ones is divided into two groups or patterns. The first pattern (grey pattern)
consists of pairs of ones which are repeated on the same line consecutively separated by

zeros. This first pattern has a total of w for the first user and decreases by 2 for every

consecutive user. It reduces to zero for the last user (user number K ;).
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The second pattern (black pattern) of pairs of ones has a diagonal pattern starting at the
user number two and continuing to the last user. Additional diagonal patterns start at
every consecutive user shifted from the previous pattern until the last user. The latter

possesses a total number of ones from this second pattern, which is equals to w.

By applying the mapping technique the number of users is increased as shown in TABLE

3.1, the pattern structure being the same {only repeated).
3.5.1.2 Construction of the General Equation

Define the first right-hand column as column number one, and the first top row as row

number one. The general formula can be represented as in (3.16).

1) LnH/J

for m={,2,,w=2(( - 1)modk, }

imodK, -2 I (l'-—l)
Coy 1 Z (TWH JK”JNH (3.16)
! Lnll/
MDW,, = J=3(-1modk,)-2+ 3 3—"’—3J
o\ 2 Jor  my={12,...2((1 - )modk , )}

+(m, —)mod2 +1 + {(’ _%EJN,,

0 Otherwise

Where mod represents modulo division, the symbol lower bounded ij denotes the

integer portion of the real value of x, n; and n; represents the number of ones in each

pattern described previously with ny + n; =w

The first partial equation represents the plotting of the first pattern. The first two parts are
used for plotting the pair of ones. The last two parts of the equation are used to shift the

starting point of the pattern.

The second partial equation in the general formula plots the ones for the second pattern.
Unlike the first pattern which comprises pairs of ones in sequences separated by zeros,
the second pattern is more complex. The ones are grouped into diagonally shaped sets of

pairs of ones.
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For the user ; with:

1<i<K

Where K 1s the total number of users, and column ; for the position of each chip:

1<j<L

Where L 1s the maximum length given below:

~ imodK 3(w—2(m -1)) 3 1 L
L= Z [ 2 z'mOsz}r[ JNB

m=]
Example (2):

To fabricate user number 5 in TABLE 3.1, for a weight of four (w=4):

To calculate the maximum length, use (3.19):

L=5§3(3(4—2(m-1)) 1]+FJ9=17

2 " Smod3) |3

m=|
From (3.10)

n,={l,2}

There are two ones in the first pattern.

ny= {1, 2}

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)
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There are two ones in the second pattern.
Substituting the value of n, and #, into (3.16), the values of j can be obtained by:
J= {16, 17} for n, (3.25)
J=1{11, 12} for n, (3.20)
Inserting ones for each value of j, the codeword is obtained in Table 3.3:

TABLE 3.3:
THE FABRICATED CODEWORD NUMBER 5 USING (3.16)

Here, it can be observed that the code obtained using the (3.16) in Table 3.3 is the same
as codeword number 5 in TABLE 3.1.

3.5.2 The Second Equation

A second simplified equation based on the basic building blocks [X;], [X;] and [X3] is

proposed for the code construction of the DW code family
3.5.2.1 Pattern Observation

By representing the MDW code construction shown in TABLE 3.4, with its basic
building matrices [X,], {X,] and [X3], TABLE 3.5 is obtained.

TABLE 3.4
MDW OF WEIGHT SIX (W =6) WITH BASIC BLUIDING BLOCKS PATTERN.

Lot} s g BASEES ek
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TABLE 3.5;
MDW OF WEIGHT SIX (W = 6) WITH [X1], [X2] AND {X;]

By studying TABLE 3.5, two major patterns can be observed. The first pattern (grey
pattern) consists of matrix [X;] which is repeated on the same line consecutively. This
first pattern has a total number of w/2 from [X;] for the first user and decreases by one for

every consecutive user. It reduces to zero for the last user (user number K, ).

The second pattern (black pattern) of [X3] has a diagonal pattern starting at the user
number two and continuing to the last user. Additional diagonal patterns start at every
consecutive user shifted from the previous pattern until the last user. The last user is
purely constructed from second pattern (of [X3]). The empty spaces are filled with matrix

[X,] to complete the whole table

As in the first equation when mapping is applied, the whole basic matrix is repeated
diagonally, the pattern remains unchanged. The only difference is the empty spaces are
filled with [X,], instead of 1.

3.5.2.2 Construction of the General Formula

Define the first right-hand column as column number one, and the first top row as row
number one. The general formula can be represented as in (3.27), where mod represents

modulo division, the symbol lower bounded | x | denotes the integer portion of the real
value of x, », and n, represents the number of [X3] and [X;] in each pattern respectively,

with n,+ n, =w/2.
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X, i
MDW =

X,

X, else

for n={12,..,(i-1)modK,}

(i-)mod K,

Jj= Z_(KB —m)+n

J{(i—l)KBJN%

(3.27)

for n={2,..(K,~1)-(i-1)modk,}

In the general formula, there are two partial equations. The first plots the pattern for

matrix [X3]. The second partial equation represents the plotting of the second pattern for

matrix [X;].

For the user { with:

1<i<K (3.28)

Where K is the total number of users, and column ; for the position of each basic matrix:

< ( %% WN (3.29)
Where J'x] 1s the ceiling function of x.
The code length is given with the same equation as in (3.19).
Example (3):
To fabricate user number 5, for a weight of four (w=4):
2
Ny=3>j=9 (3.30)

J=l
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K,=2+1=3

To calculate the code length:

L:sff(yWh-ﬂm—JD_ 1 J+[§J9=17
2 Smod3 3

m=1

Using equation (3.27), replace / with 4:

m= {1}

There 1s one [X3] in the first pattern.

n,= {1}

There is one [X;] in the second pattern,

Substituting the value of », and », into (3.27), the values of j as follows are:

Jj= {4} for n,

J = {6} for n,

By inserting [X3] and [X;] in the positions determined by j, TABLE 3.6 is obtained.

TABLE 3.6:

THE FABRICATED CODEWORD NUMBER FIVE

IS ING (3.27) W AND [X

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)

(3.36)

After transferring back to binary numbers, the desired codeword is obtained as in TABLE

3.7.
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TABLE 3.7:
THE FABRICATED CODEWORD NUMBER FIVE USING (3.27) WITH CHIPS
REPRESENTATION

Here, it can be observed that the code obtained using the (3.27) in TABLE 3.7 is the same
as the codeword number 5 in TABLE 3.1. Column 18 has been deleted due to the code

length equation (unused spectra).
3.6 Summary

In conclusion, the DW code family construction is studied in detail. The existing
technique, builds the basic matrix, and a mapping technique is applied to increase the
number of users. The disadvantage of this technique is that the whole code sequence set
must be built to obtain a specific codeword, in addition to the fact that the inner matrices
construction is complicated and time consuming. A new code construction technique for
the DW code family has been proposed. This new technique is purely based on
mathematical equations. Two equations have been proposed, the first is based on the
distributions of ones ‘1” in each codeword and the second is based on the pattern of the
basic building blocks of the basic matrix ([X],[X2] and [X3]). Both equations are simple,
accurate, precise and, most importantly, can obtain any specific codeword for any weight
for any number of users without the need to construct the whole set of code sequences.
Another major advantage of an equation based construction technique is that it can be
used in mathematical analysis (comparison between codes e.g. code length), where the
old construction technique cannot be used. An equation for the exact code length has also

been proposed to preset the number of wavelengths need for the system.
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CHAPTER FOUR

PERFORMANCE ANALYSIS ON THE
DETECTION SCHEME

4.1 Introduction

This chapter discusses the detection schemes for the double weight DW code family. This
chapter begins with an overview of Multiple Access Interference effects, noise definitions
and OCDMA detection schemes. The performance of the DW code family is then
evaluated using the complementary detection technique. The mapping technique is
applied to increase the number of users, but at a cost of an unfixed cross-correlation
property. A hybrid Wavelength Division Multiplexing/Spectral Amplitude Coding
(WDM/SAC) scheme is applied to overcome this change in the cross-correlation
property. A mathematical method to reduce the number of Fiber Bragg Gratings (FBG)
and to mimimize the Phase Induced Intensity Noise is proposed for the DW code family.
A simulation for all the three systems for the MDW code of weight four (w=4) is

implemented using the Virtual Photonics Instrument (VPI).
4.2 Multiple Access Interference (MAI)

The main target of an Optical CDMA system is to extract the desired user data in the
presence of other users’ data. The MAI represents a dominant source of noise in Direct
Spreading Optical CDMA systems [12-13], where the desired user’s data is interfered
with. Spectral Amplitude Coding systems [16-17], have been proposed to cancel the MAI

by using appropriate detection schemes.

The MAI is present in SAC systems due to the fact that different users occupy the same
spectra (overlapping chips) as the desired user, which corrupt the data intended for that

specific user unless correctly detected.
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The presence of overlapping spectra causes another type of noise known as Phase
Induced Intensity Noise (PIIN). PIIN results from the phase incoherence of the
overlapping signals on the same spectra causing fluctuations in the total signal intensity.
It can be noted that although the PIIN is caused by MAI, the reduction of MAI at the
electrical layer will not eliminate the PIIN. This is because this will only filter out the
unwanted data, not the intensity noise that already happens at the photodetector. An
effective way of reducing the PIIN is by reducing the interference at the optical layer

itself. This can be achieved by keeping the in-phase cross-correlation ideal (4 =1).
4.3 Noise Estimation

Any signal that is present with the intended signal is considered as noise. In other words,
any signal that interferes with the desired signal in any way whatsoever is regarded as
noise. Noise can be divided into two categories. The first is Intrinsic Noise which arises
due fo the physical aspects of the system design particularly in the optoelectronic and
electronic devices used to construct the receiver. Examples of intrinsic noise are PIIN,
thermal noise and shot noise. The second is Coupled Noise arising from interactions
between the receiver circuitry and the surrounding environment. Atmospheric
disturbances, nearby power supplies, and fast switching logic circuitry are some

examples of coupled noise.
4.3.1 Phase Induced Intensity Noise

Phase Induced Intensity Noise (PIIN) is caused when incoherent light fields are mixed
and incident upon a photodetector, the phase noise of the fields generates an intensity
noise. For the mixing of two uncorrelated identically polarized light fields, assuming that
they have negligible self-intensity noise, having the same spectrum and intensity, and that
the spectral width is very much larger than the maximum electrical bandwidth, the

photocurrent variance due to PIIN is given by [49].

(1.‘23111\’):]7’—63 (4.1}
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Wherer, is the coherence time of the source, / is the average photocurrent and B is the

noise equivalent electrical bandwidth of the receiver [18].

Since PIIN cannot be canceled at the electrical detection level, the only way to reduce the

PIIN is to keep the cross-correlation at its lowest possible value (A =1).
4.3.2 Shot Noise

Shot noise in electronic circuits 1s strongly related to the random nature of charges that
pass a certain point in a circuit. The statistics that describe the charge crossing determines
the noise characteristics. If the charge crossing is periodic and predictable, then no noise
ts generated, but if the charge crossing is random and independent of the number of
carriers proceeding or following, then noise can be represented with Poisson distribution.

A Gaussian distribution can be used when the number of events per time unit is large

[51].

Shot noise can be represented by:

2 _
<]Sh0 z> =2elB (4.2)

Where e is the electronic charge, B is the noise equivalent electric bandwidth.
4.3.3 Thermal Noise

Thermal noise is due to induced random fluctuations in the charge carriers in a resistance.

Since resistors are present in the photodetector, thermal noise is present in photodetectors

[51].

Thermal noise can be expressed by:

4K,TB

I} =
< Therma/> RL

(4.3)
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Where T is the absolute temperature, Kp is the Boltzmann’s constant, B is the noise-

equivalent electrical bandwidth of the receiver and R; is the receiver load resistance.
4.4 Optical CDMA Systems

Optical CDMA systems can be divided into two major categories. The first is coherent
systems, where knowledge of the phase and amplitude is needed in order to achieve
successful detection. Bipolar codes are used in coherent systems [28-29]. The second is
incoherent systems, where the performance of the system depends mainly on the
amplitude. Unipolar codes are used mainly in incoherent systems [19-20], although
bipolar codes can also be obtained by sending complementary spectrally encoded signals

in SAC systems [17-18].

Coherent systems need more expensive and complex hardware than incoherent systems

for the purpose of phase synchronization.

This research concentrates on incoherent SAC OCDMA systems as they show better
results than other incoherent systems [16]. Coherent systems have been excluded due to

their complexity and high cost of equipment,

In incoherent SAC systems each user is assigned with a unique signature sequence
(codeword) depending on the spectral amplitude. The MAI can be totally canceled in
SAC systems by using the balanced detection technique [16].

4.5 Spectral Amplitude Coding Detection Schemes

Spectral Amplitude Coding (SAC) systems use complementary detection technique to
recover the original signal. Complementary detection can successfully retrieve desired
signals only for codes which have fixed cross-correlation. An example of a

complementary detection system is shown in Figure 4.1,
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Figure 4.1: Complementary Detection Scheme

The system shown in Figure 4.1 is for the m-sequence and Hadamard codes [17-18],

where the transmitter sends a pulse with the spectral distribution of A4(v) to represent data

‘1’, and & pulse with a complementary spectral distribution of Z(v) to represent data ‘0’.
All the signals are mixed and coupled together and sent to all receivers. At the receiver
the signal is split into two, and decoded by two complementary decoders. After the
balanced detection the signal is passed to a low pass filter and threshold decision and

after that the original signal can be recovered.

Receiver
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Transmitter oupler Spectral
1: Decoder
| e el 1 a 1
Coupler
Broadband Spectral _ | A (V)
Source Encoder

- LED || A(Y) |4

[ 11
1

1

________________________________

Figure 4.2: SAC System for Non-Complementary Codes

The system shown in Figure 4.2 is for unipolar codes, where a pulse with a spectral

distribution of A(v)is sent to represent data ‘1’ and nothing is sent to represent data ‘0’

[13-17]. At the receiver, the signal is split into two by 1: a splitter. If the code is
a(L,w, ), then the MAI for (k —1)user at the first photodetector is A{k — 1)and the MAI
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at the second photodetector isa(w—A)k~1). Whena = (w~1)/4, the MAI on both

recelvers Is equal and can be canceled by balanced detection.
4.6 Double Weight Code Family Detection

Three detection schemes are analyzed for DW code family detection, the Complementary
detection scheme, the hybrid Wavelength Division Multiplexing/Spectral Amplitude
Coding (WDM/SAC) scheme and the reduced set of Fiber Bragg Gratings WDM/SAC

scheme,
4.6.1 Complementary Detection Scheme

The basic matrix of the DW code family can be detected by the complementary detection
scheme, due to that fact that all code sequences in the basic matrix all correlate ideally
together (A =1). Figure 4.3 shows, the complementary SAC decoder with Fiber Bragg
Gratings (FBG).

1

—
S

AW)

S £

Figure 4.3: Complementary SAC decoder using FBGs.
4.6.1.1 Performance Analysis

The variance of the photodiode current is given by:

(i*)=2elB+ I’Br +flt (4.4)

Ry

Where e 1s the Electron’s charge, [ is the Average photocurrent, B is the Noise equivalent

electrical Bandwidth of the receiver, r, is the Coherence time of the source, K, is the
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Boltzmann’s Constant, 7}, is the Absolute receiver noise temperature, R, is the Receiver

load resistor.

In the equation above the first term represents the shot noise, the second is PIIN noise

and the third term is the thermal noise.

To calculate the coherence timez,, assume the single sideband Power Spectral Density

(PSD) 1sG(v), 7. can be given by [18]:

JG 2 (v)av
Te = ° 2 (45)
J G (v)dv }
The code properties of the DW code family are:
ic el w, For k=1 16
ne@ = .
= L For k=l (46)
and
i@()a() 0, For k=l 47
NG = _
P [ w-1, For k#l (&.7)

To analyze the DW code family using the system in Figure 4.3, assume [46]:

1. Each light source is ideally unpolarized and its spectrum is flat over the bandwidth

[vy —AV/2,v, + Av/2] where v, is the central optical frequency and Av is the optical

source bandwidth in Hertz.

2. Each power spectral component has identical spectral width.
3. Each user has equal power at the receiver.
4. Each bit stream from each user is synchronized.
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Using the assumptions above, the system can be easily analyzed using a Gaussian

approximation. The PSD can be represented by:
o K L
rv) =2 d S e Ml v, — 2 (-L+2i- )]~ ulv-v, -2 (-L+20)]} (4.8)
k=1 =1

where P is the effective power of a broadband source at the receiver, K is the active

sr

number of users, L is the DW code length, d, is the data bit of the kth user that is “1” or

*07, and u(v) 1s the unit step function expressed as :-

v=0

13
u(v):{o <0 (4.9)

The PSD of PD, and PD; is given by:

Gv) = 23d. Y C(OC,D] ulv-v, -2 (~L+2i-2)]
k=l 0=l (4.10)

—ulv—vy -2 (-L+2i)] }

1=~

G,(v) = %—;dk - Ck(i)cf(i){ u V_VO_%(ML-i_zi_z)] (4.11)

—ulv-v, - (-L+20)] }

Then, integrating the power spectral density,

[e.mav = = Y, (4.12)
0 L k=1 k=l
and
: P P&
|G, (v)av =~ wdl + - >d, (4.13)
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To find G/(v) and G; (v), examine the example of the PSD shown in Figure 4.4 for the

superimposed signalr(v). Where A(i) represents the amplitude of the spectral slot

number i with a width of Av/L .

AQ3)

A4)
A2) AlL)

A(l)

G'(v)

- -
- Ll

Ay
Figure 4.4: The PSD of the Received Signal r(v).

The integral of G *(v) can be expressed as:
b ‘2 X 2
J.G (v)dv = %ZA (i)
0 i=1

Therefore,

[GHyav= ( : %i{b‘,(z‘)-[iqu (i)}-[idmcm(z‘)}

W 1)2 i=1
and

L

= 5 K K
[Gimav=12 Z{C, (4) -[Z d,C, (z‘)} -[decm <r)}}
0 k=1 m=1

i=1

(4.14)

(4.15)

(4.16)

In the above equations, d, is the data bit of the &y, user that carries the value of either *“1”

or “0”. Consequently, the photocurrent / can be expressed as:

I=1, -1, =R [G,(v)dv - R [G, (v)dv
0 0

(4.17)
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Substitute (4.12) and (4.13) in Equation (4.17),

P X K
Photocurrent, !:iﬂ{ ”] w+ Z d, - de (4.18)
L k=t k=l k=1 k=l
P
1=m[ﬂ} (4.19)
L

Where ‘R 1s the responsivity of the photodetectors given by:

_ ne
R = v (4.20)

e 4 is the quantum efficiency

» ¢ is the electron’s charge

¢/ isthe Planck’s constant

e v is the central frequency of the original broad-band optical pulse

Since the noise in each photodetector (PD; and PD,) is independent the total noise can be

represented by:

Iy =Ly + Ty + Uy (4.21)
(I*y =2eB({,+1,)+Bl}lt, +Blt, + e (4.22)

Therefore,

(I*) = ZeB‘J{ [G,(yav + sz(v)va
’ o ) (4.23)
+ BN’ ij(v)dv + BR [GI(vdv +25E2
1] 0
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From (4.15) and (4.16), when all the users are transmitting bit “1” using the average

K . . :
value as ZH ¢, (1) = £ and the noise power can be written as :-

<12>:2e3m{%_((1< ~1)+ w+(K"1))}

PKw((K-1 4K,T.B (.24
w —_
+Biﬁ{#[[ J+w+(K—1)H+—m’im-”w—
VL w-—1 L
The probability of sending bit ‘1’ is % then:
)
(1*)= Py eB % [w+2(k -1)]
L (4.25)
P!BR’Kw [ K -1 4K ,T B
+ . + wHK -1+ —22—
2AvL w — L
The Signal to Noise Ratio can be expressed by:
I, -1Y
SNR = (—2<12>+) (4.26)
RIpy?
SNR = —
P, eBR [w+2 (K —1)]+ PZB% fw { K-i w+K—1} . AKT,B (4.27)
L 2AvL -1 RL

Equation (4.27) is the general equation used to calculate the signal to noise ratio for the

DW code families. Using Gaussian approximation, the Bit Error Rate (BER) can be

BER=P = % erfc(1 f%} (4.28)

expressed as:
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4.6.2 Hybrid Wavelength Division Multiplexing/Spectral Amplitude Coding

In order to increase the number of users in the DW code family, a mapping technique
must be applied. The Mapping technique functions by diagonally repeating the basic
matrix, and filling the empty spaces with zeros. This number of user increment leads to
an unfixed cross-correlation due to the fact that the cross-correlation is fixed to one
between the code sequences of any of the repeated basic matrices and zero with any other

code sequence.

The complementary detection technique, as previously stated, can successfully cancel all
the MAI only if all the code sequences have a fixed cross-correlation with each other. A
hybrid Wavelength Division Multiplexing/Spectral Amplitude Coding (WDM/SAC)
Optical CDMA system is given in [52], where balanced detection can be achieved even if

the cross-correlation is not fixed to a specific number.

To analyze the DW code family with the hybrid WDM/SAC, examine the MDW code of
weight four (w = 4) with two mappings (N = 2) the code sequences are shown in TABLE
4.1

TABLE 4.1:
MDW OF WEIGHT FOUR (W = 4) WITH MAPPING.

(:

By observing TABLE 4.1, it can be seen that the cross-correlation between code
sequences within the same basic matrix (grey matrices) is fixed to ‘1’ and with other code

sequences 1s ‘0.
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Figure 4.5 shows the hybrid WDM/SAC encoder and decoder design for user number 1
from TABLE 4.1.

FBGs

EOM
Wy A

Light
Source

Information bit

v

(a)

®  w-l

Figure 4.5: Structure of (a) Encoder and (b) Decoder for user number 1 using MDW with
mapping using FBGs.

At the encoder, the information bit is used as ON-OFF keying to the incoherent
broadband optical source. The signal is then directed to the FBGs, where each chip of
user number 1 has been attributed with a specific wavelength. The placement of the

FBGs depends upon the chip value. Only the chip ‘1” is represented.

The decoder design has the same concept as the complementary technique, where the
received signal is passed through two FBGs, and the result circulated to photodetectors
[52]. The main principle behind the decoder design is only codes that correlate with
intended receiver are circulated to both photodetectors. Codes that do not correlate pass

without getting detected.
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4.6.2.1 Performance Analysis

Assuming there is N repetition of the basic matrix, the correlation function for each

photodetecter is given by:

w for k=l

0, else

and

0 for k=1

0, else

Thus MALI can be canceled by:

Ry, w k=1
w-1 10 else

The photodetector current can be calculated by integrating:

R

D

" P
[Rp v = == Yq,
0 ‘L

and

¥ P P, &
[Rpydv =" wdi+-2 Y4,
0

L k=1 k=l

-1 -1
Roy =L, for {EJKBHng[EJKﬁKB &kl

I-1 I-1
R. = — K +1<hk<|l— K. +K &k =!
mmwh S MK [KJK B

(4.29)

(4.30)

(4.31)

(4.32)

(4.33)
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The photocurrent can be expressed as:

[ =% jRD, (v)dv — R IRDZ (v)dv (4.34)
0 0

P w
[ — Sr
§R|:—L } (4.35)

The SNR is calculated using the following equation:

2
SNR = ) (4.36)

() +(15) +(12)

To calculate the Phase Induced Intensity Noise (PIIN), Shot Noise and Thermal Noise,

the same procedure is used as in [46] to give more accurate results:

pin MW N

()= £y B% WK{(K;)I/ il +w+(K—1)/N] (4.37)

The shot noise;

P eBR

(ILy = JLE—[W +2(K ~1)/N] (4.38)
The thermal noise:
AK. T B
()= ————“;b (4.39)

The BER can be calculated by:

BER = %erfc[1 f—S—];[—RJ (4.40)
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4.6.3 A Reduced Number of Fiber Bragg Gratings Approach

By studying the hybrid WDM/SAC system for the DW code family, it can be observed
that for each user that correlates with the desired signal only one wavelength is circulated
to the first photodetector. So it is possible to circulate one wavelength instead of w-1
from each user which correlates with intended user to the second photodetector, the MAI
can be totally canceled and the number of FBGs can be reduced. A mathematical
approach is proposed to select the wavelengths that can achieve both a reduction in the

number of FBGs and minimization in the PIIN.

The proposed decoder design is shown in Figure 4.6 where are minimum number of
FBGs is used.

Figure 4.6: Structure of proposed reduced set of FBGs decoder for user number 1 using

MDW (w=4) with mapping.

The first set of FBGs that circulates to the first photodetector has the same positioning as
in Figure 4.5(a), the wavelength selection can be chosen using the first construction
equation in chapter three. A reduction to w/2 of number of FBGs can be achieved for the
second set of FBGs, by circulating only one wavelength for each user that correlate with
intended receiver signal to the second photodetector. This is achieved by placing one
FBG for each user. In order minimize the PIIN on the second photodetector, the

wavelengths that do not correlate to any other chips are chosen.
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There are many ways of selecting the wavelengths for the FBGs for the second set. One
way is to select wavelength positions using (4.41). The equation given in (4.41) has the

same pattern as the first construction equation in chapter three.

Fmod Ky -2 Iw
J=3n+ Z (——~3m}
( )m=° 2 for m ={1,2,...(w=2((i - 1) mod K, )}/ 2}
i-1
+[ /%JNB (4.41)
7=3(( —1)modK,)-2+ for ny={1,2,...((1—-1)mod K, )}

AL

Example (1):

For user 1s number | from TABLE 4.1. To design the receiver, the first set of FBGs can
be chosen using the first equation based construction method given in chapter three. To

find the position of the FBGs in the second set:

First calculate n; and n;:
np=1{1} (4.42)
ny={1} (4.43)

By substituting the values of n; and #; into (4.41), obtain the positions of the wavelength

needed:
j=1{9} (4.44)

J=1{1} (4.45)

So by placing two FBGs at wavelength number one and wavelength number nine, only
these two wavelengths will be circulated to the second photodetector. Due the fact that
chips that correlate are not detected at the second photodetector, the PIIN is minimized at

the second photodetector.
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4.6.3.1 Performance Analysis

The correlation functions for each photodetecter for Figure 4.3 are given by:

w,  for k=l
Ry, =11, for = +1<k< =l + Ky &kl
| X, sHlIsks X, 5Ty (4.46)
0, else
and
0 for k=l
R, =41, for V—_lJKﬂ+l<k<t‘l———lJK +K &k #] 4.47
D2 K = K, B (4.47)
0 else

Thus MAI] can be canceled by:

T L k=1

o T T (4.48)

The PIIN can be calculated by:

v PPBRPwK

I )=—"————| w+K-1)/N 4.49
(73) oy L (K= 1)/N] (4.49)

The shot noise can be given by:
azy = L iBm [w+2(K —1)/N] (4.50)

By using (4.36) to obtain the SNR, the BER can be calculated by:
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BER:ler {1’%] 4.51)
2 8

4.7 Simulation Setup

A design for a SAC Optical CDMA system using the MDW code (w=4) with four users
1s implemented using the Virtual Photonics Instrument (VPI) version 7.1. TABLE 4.2

shows the code sequence for the each user.

TABLE 4.2:
CODE SEQUENCES FOR EACH USER IN THE SIMULATION
Sy B i3 N P i fipseca e iy

Ed 1

The system parameters are as follows; the wavelength used is 1550 pm, the frequency
spacing is 100 MHz, the fiber attenuation is 0.2¢” dB/km, the fiber dispersion is
16e® s/m’, the modulator extinction is 30 dB, the laser power is 1e” W and the data rates
used are 2.5 Gbps and 10 Gbps for distances from 1km to 100km. The simulation is kept
as real as possible by activating all the attenuation parameters such as insertion loss and

nonlinearities.

The schematic block design of the MDW code transmitter is given in Figure 4.7. The

transmitter is externally modulated to support high data rates.



Chapter Four: Performance Analysis on the Detection Scheme

deal
*// .

%
1011 - .J;H_[

arige

A

iselime

170t

Figure 4.7: Transmitter Design for MDW code (w=4) system

Figure 4.8 shows the complementary SAC receiver, where the signal mainly is split into

two. The first photodetector detect the signal with a spectral distribution of 4(v), and the

second photodetector detects the complementary spectral distribution A(v) .
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Figure 4.8: Receiver Design for Complementary SAC system
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Figure 4.9 shows the hybrid WDM/SAC receiver. The received signal is split into two.
Pulses with spectral distribution A(v) are directed to the upper photodetector. Other pluses

of clients that correlate with the desired users are directed to the lower photodetector.

Signals that do not correlate with intended receiver pass without getting detected.
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Figure 4.9: Receiver Design for Hybrid WDM/SAC system using FBGs

Figure 4.10 shows the receiver design for the reduced set of FBGs for Hybrid
WDM/SAC detection scheme.
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Figure 4.10: Receiver Design for Reduced set of FBGs for Hybrid WDM/SAC system
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The received signal in Figure 4.10 is split into two. The upper branch detects pulses with
the same spectral distribution A(v) as the intended signal. The lower branch detects one
wavelength of each code that correlate with the desired signal. The wavelengths that do
not correlate with any other users are chosen using (4.41). Signals that do not correlate

with the desired user pass without getting detected.

Figure 4.11 shows the network setup for four users for all the three SAC Optical CDMA

systems.
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Figure 4.11: Network Setup for four users
All the compenents used in the simulation are listed in Appendix B.
4.8 Summary

In conclusion, the performance of the DW code family is analyzed using the
complementary detection for the basic matrix. A mapping technique is applied to increase
the number of users, which changes the cross-correlation of the code sequences to
unfixed values, complementary detection is no longer sufficient. A hybrid Wavelength
Division Multiplexing/Spectral Amplitude Coding (WDM/SAC) detection scheme is
used to solve this problem. A mathematical approach is proposed to reduce the number of

Fiber Bragg Gratings (FBG) and minimize the Phase Induced Intensity Noise (PIIN) for
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the hybrid WDM/SAC scheme. In addition to improving the performance, this proposed

detection scheme can reduce the cost, the processing time and hardware complexity.

A software simulation for a network with four clients is implemented for all the three
detection schemes using the Virtual Photonics Instrument (VPI) software version 7.1.

Both theoretical and simulation results will be covered in the next chapter.
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CHAPTER FIVE

RESULTS AND DISCUSSION

5.1 Introduction

This chapter discusses the results obtained for the DW family code with the systems
given in chapter four., This chapter is divided into two main parts; the first part is the
theoretical results and the second part is the simulation results obtained by using the

Virtual Photonics Instrument (VPI) software.
5.2 Theoretical Results

The performance of the three detection techniques, the complementary detection
technique, the hybrid WDM/SAC detection technique and the reduced set of FBGs for
WDM/SAC detection technique are evaluated and compared for the DW code family.
Theoretical calculation takes into account the Phase Induced Intensity Noise (PIIN),

Thermal Noise and Shot Noise, whilst other noises are not taken into consideration.

The parameters used are; Power at the Receiver P, = —10dBm , Operating Wavelength

MN=1550nm, Center Frequency of the Optical Source bandwidth v;=3.75 THz,
Photodetector Quantum Efficiency 9#=0.6, Electrical Bandwidth B=1.25GHz, Data Rate
R,=2.5Gbps, Absolute Receiver Noise Temperature 7,=300K and Receiver Load
Resistance R;=103012.

5.2.1 Comparison between the Complementary and the Hybrid WDM/SAC
Methods

Figure 5.1 and Figure 5.2 shows the relation between the Signal to Noise Ratio (SNR)
and Bit Error Rate (BER) against the number of simultaneous users respectively, for both

complementary SAC and hybrid WDM/SAC systems.
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Figure 5.1 and Figure 5.2 show the system performance improves when mapping is
applied with smaller weights compared to using only the basic number of users (with a
large weight) for the same number simultaneous users. This is because when using small
weights with mapping the number of overlapping spectra is reduced, leading to a

reduction in the PIIN.

5.2.2 Comparison between the Hybrid WDM/SAC and the Reduced FBGs
Set Methods

Figure 5.3 shows the variation of the BER to the number of simultaneous users, for both

hybrid WDM/SAC and reduced set of FBGs method systems.
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Figure 5.3: BER versus the number of active users for hybrid WDM/SAC and reduced set
of FBGs

By applying the proposed reduced method on the hybrid WDM/SAC receiver, better
BER is obtained, due to the fact that the PIIN is minimized on the second photodetector.

The performance improvement is clearer on smaller weights than on larger weights.
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5.3 Simulation Result

The software used is the Virtual Photonics Instruments (VPI) version 7.1. The setup for

the simulation is given in chapter four.
5.3.1 Eye Diagram

The Eye diagrams for the complementary detection technique, the hybrid WDM/SAC
detection scheme and the Reduced set of FBGs method, for weight four (w=4) for both
2.5 Gbps and 10 Gbps and distance of 5 km are investigated.

1. 2.5 Gbps:

Figure 5.4 shows the eye diagram for the complementary SAC system at 2.5 Gbps.
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Figure 5.4: Eye Diagram for MDW Code with Complementary SAC at 2.5 Gbps

The eye opening in Figure 5.4 cannot be seen for the complementary detection technique
due to the fact that number of users exceeds the basic number (4 rather than 3), balanced
detection cannot be achieved because the cross-correlation between all the users is not

fixed. The desired signal cannot be retrieved.
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Figure 5.5 and Figure 5.6 show the eye diagram for the hybrid WDM/SAC and the
reduced set of FBGs at 2.5 Gbps respectively.
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Figure 5.5: Eye Diagram for MDW Code with Hybrid WDM/SAC at 2.5 Gbps

Figure 5.6: Eye Diagram for MDW Code with Reduced set of FBGs for Hybrid
WDM/SAC at 2.5 Gbps
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It can be observed in Figure 5.5 and Figure 5.6, that both the hybrid WDM/SAC and
reduced set of FBGs have a clear eye opening and can detect the intended signal with
high precision, because both these techniques support unfixed cross-correlation codes.
The reduced set of FBGs shows higher precision than the hybrid WDM/SAC because the

PIIN has been minimized at the second photodetector.
2. 10 Gbps:

Figure 5.7 illustrates the same results for complementary detection at a higher data rate,

where the eye opening cannot be seen and the intended signal cannot be recovered.
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Figure 5.7: Eye Diagram for MDW Code with Complementary SAC at 10 Gbps

Figure 5.8 and Figure 5.9 show the eye diagram for the hybrid WDM/SAC and the
reduced set of FBGs at 10 Gbps respectively.
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Figure 5.8: Eye Diagram for MDW Code with Hybrid WDM/SAC at 10 Gbps
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Figure 5.9: Eye Diagram for MDW Code with Reduced set of FBGs for Hybrid
WDM/SAC at 10 Gbps



Chapter Five: Results and Discussion 68

Figure 5.8 and Figure 5.9 show that even at high data rates, both hybrid WDM/SAC and
the reduced set of FBGs methods can detect desired signals with minor distortion due to
the fibers nonlinearities at high data rates, with some improvement for that latter over the

first.
5.3.2 Distance Effect on Bit Error Rate

The Bit Error Rate (BER) is inversely proportional to the distance of transmission, for the
fact that longer fibers provide larger attenuation and dispersion which increases the error
rate. Figure 5.10 show the BER versus the distance of transmission for both the hybrid
WDM/SAC and the reduced set of FBGs.
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Figure 5.10: BER versus Distance for MDW Code with Hybrid WDM/SAC and reduced
set of FBGs at 10 Gbps

Since the reduced set of FBGs has a better performance (less BER) than the hybrid
WDM/SAC, for the same transmission quality the reduced set of FBGs can support
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longer distances than the hybrid WDM/SAC as shown in Figure 5.10. For example, for a
transmission quality of 10™'> BER the reduced set method can support a distance up to 55

km, while the hybrid method can support up to 45 km.
5.4 Summary

This chapter discussed the theoretical and simulation results of the detection schemes
proposed for the DW family. Results show that by using the hybrid WDM/SAC detection
with smaller weights and applying the mapping technique, better BER is achieved than
when using the basic number of users with a large weight. Results also show that the
proposed reduced set of FBGs method gives better results compared to using only the

hybrid WDM/SAC system.

The simulation results show that the complementary method cannot retrieve desired
signals when mapping is applied. Results also prove that the proposed reduced FBGs
method for MDW code gives better results than the hybrid WDM/SAC system, which

enables longer distances of transmission.
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CHAPTER SIX

CONCLUSION

6.1 Conclusion

In conclusion, this thesis has investigated the Double Weight (DW) Code Family for
Spectral Amplitude Coding (SAC) Optical CDMA systems. The existing code
construction for the DW code family, matrix construction and mapping technique have
been studied. A new code construction technique has been proposed to overcome the
drawbacks of the existing technique which is complicated, insecure and time consuming.
Two equation-based techniques have been proposed to construct the DW code family.
The first equation is based on the distribution of ones in the code sequences, and the
second is based on the distribution of basic building blocks for the basic matrix. Both
equations can construct unique codewords without the m;ed to build the whole code
sequences for all the users as in the existing technique. These equations are simple, easy
to use, efficient and can be applied on any mathematical analysis. A code length equation
has also been proposed to calculate the exact code length, which can be used to preset the

number of wavelengths needed.

To increase the number of users in the DW code family, a mapping technique is applied.
This technique repeats the basic matrix diagonally filling the empty spaces with zeros ‘0’
Due to this user increment process this cross-correlation property is no longer fixed to
one, but it is a mixture of ones for code sequences within the same basic matrix and zeros
for sequences which are not in the same basic matrix. The complementary detection
technique which is used in SAC Optical CDMA systems cannot be applied because the
cross-correlation is no longer fixed to a specific number. A hybrid Wavelength Division
Multiplexing/Spectral Amplitude Coding (WDM/SAC) system is used. A mathematical
method to reduce the number of Fiber Bragg Gratings (FBG) and minimize the Phase
Induced Intensity Noise (PIIN) for the DW code family is proposed. The proposed
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method improves the performance and reduces cost, processing time and hardware

complexity.

A software simulation with the DW code family is implemented using the Virtual
Photonics Instrument (VPI) transmission maker version 7.1. To keep the simulation as
real as possible all the different parameters have been included such as, the optical fiber’s
nonlinearities, shot noise, thermal noise, dark current noise and insertion loss. The study
was carried out using various design parameters namely; distance, bit rate and chip
spacing. The effect of these parameters on the system was elaborated through the BER,
Eye diagrams. Simulation results prove that the reduced set of FBGs for hybrid
WDMY/SAC gives better results compared to the other detection schemes.

6.2 Future Work

1. Hybrid Systems:
The combinations of Spectral Amplitude Coding with Wavelength Division
Multiplexing have a bright future for OCDMA systems, as the two have many
advantages.

2. Variable Weight Code Sequences:
As different clients require a different Quality of Service (QoS), a promising area of

research is variable weight code sequences.
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APPENDIX A
Optical Codes:
TABLE [
CODEWORDS SET OF AN OPTIMAL 00C(341, 5, 1) CODE
S 0 1 85 21 5
Ay 0 2 170 10 42
S 0 3 111 104 53
W 0 6 222 106 53
Ss 0 9 268 151 105
Ss 0 11 45 76 198
Ay 0 12 103 75 212
Ss 0 13 305 227 43
A 0 15 107 146 164
Sto 0 17 264 203 165
S 0 19 88 267 220
Sz 0 22 90 55 152
813 0 23 293 252 118
S 0 249 206 83 150
Sis 0 25 54 169 221
St6 0 26 269 86 113
S17 0 37 147 217 81
TABLE II
PRIME CODE OVER GF(5)
i G

10000 10000 10000 10000 10000
10000 01000 00100 00010 00001
10000 00100 00001 01000 00010
10000 00010 01000 00001 00100
10000 00001 00010 90100 01000

B W N - O
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TABLE III
EXAMPLE OF THE (8 x 41, 8, 0, 1) CARRIER-HOPPING PRIME CODE. THE FOUR
MATRICES REPRESENT THE CODE SEQUENCES X4, Xo, X1), AND X3,

RESPECTIVELY.
] 2
™ Gt
. i [
|
;o ‘*Ff
il
I
= T
1 .
0 5 10 15 20 25 30 35 40
TABLE 1V
EXAMPLE OF BIBD CODE (g=2; m=2 IRREDUCIBLE POLYNOMIAL OF GF(8):
XH+X+1)
y(k) s(i)
(124) 1101000
(2395 0110100
(3406) 0011010
457 0001101
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TABLE V
EXAMPLE OF MQC CODE
(k) s(i)
a=0,=0 | (014412) 10000 01000 00001 00001 01000 00100
a=1,f=0 | (144103) 01000 00001 00001 01000 10000 00010
a=4,f=0 | (101441) 01000 10000 01000 00001 00001 01000
a=1,=3 | (422433) 00001 00100 00100 00001 00010 00010
a=3,=4 | (304030) 00010 10000 00001 10000 00010 10000
TABLE VI
EXAMPLE OF MFH CODE
yk) s(i)
a=0, b=0 (12300) 0100 0010 0001 1000 1000
a=1, b=0 (23101) 0010 0001 0100 1000 0100
a=2, b=1 (20312) 0010 1000 0001 0100 0010
a=0, b=3 (21030) 0010 0100 1000 0001 1000
a=2, b=2 (13022) 0100 0001 1000 0010 0010
b=1 for y’(k) (11113) 0100 0100 0100 0100 0001
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