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ABSTRACT 

The purpose of this research is to study on 3D reconstruction using webcam 

images in indoor environment. The research is focused on computer vision and 

image processing for robotics. It aims to design a simple but efficient 3D 

reconstruction technique which could be used as part of the Simultaneous 

Localization and Mapping (SLAM) system in robotics and autonomous vehicles. 

Among the various sensors that can be used to conduct 3D reconstruction, this 

project focuses solely on using webcam as an imaging sensor. This is due to the fact 

that it is widely used and easily operable. However, it has its own limitations 

including low resolution and restricted scope of view. Simultaneously, at the end of 

this study, it is planned to design the software architecture for a fully automated 3D 

reconstruction system which can be plug and play for designated webcams. In this 

study, extensive research will be done followed by simulation and testing for each 

algorithm. At the end of the study, a comparison of results will be done to obtain the 

best fitted 3D reconstruction model to suit our purpose.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background of Study 

Throughout the past decades, the need for automated systems has increased 

drastically. One of the fields that are constantly developing includes robotics and 

automated vehicles. In robotics and automated vehicles, 3D reconstruction is the core 

for robotics localization technology which provides the environment modeling for 

navigation and obstacle avoidance.  

Hence, 3D reconstruction has been a common research area in computer 

vision following the advancements in robotics. There are a lot of papers written on 

this research subject, including several great introductions that can be studied and 

easily understood [1-2]. However, the problems of 3D reconstruction with images are 

still not completely solved until today.  

Also, since many of the smaller robotic units use webcams to navigate around 

in indoor environment since it’s fairly affordable and easy to install, this study 

attempts to address the problems with 3D reconstruction using a fairly low end image 

sensor which is the webcam.  
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1.2 Problem Statement 

Since most research on 3D reconstruction is very specific and specially 

tailored to a custom requirement or specific robots, many of the techniques used are 

not applicable under other circumstances [3-4]. Hence, this research attempts to 

design a technique that fits a very user friendly imaging sensor which is the webcam.  

However, due to noise and error of the sensor readings, it is impossible to 

obtain a perfect estimation of a robots pose and position. Also, if the image is 

captured while the robot is moving, it is almost certain that the estimation is error 

prone. Moreover, this image processing has to take place in real time, time 

consumption is a very important factor. 

 

1.3 Objectives 

Upon completing the project, several objectives need to be achieved. The 

objectives of study are as follows: 

 To technically study the basic concept of 3D reconstruction technique used in 

robotics and automated vehicles. 

 To design an effective 3D reconstruction technique for unknown indoor 

environment using webcam images. 

 To create a user interface to simulate the selected 3D reconstruction 

technique. 
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1.4 Scope of Study 

In order to narrow down the area of research, the scope of study is carefully 

tailored to focus on 3D reconstruction of unknown indoor environments. In indoor 

environments, it is assumed that the surroundings are sufficiently bright with a 

constant lighting. Also, the assumption that no other moving objects are in the 

environment was made. 

Moreover, the sensor that is being used is webcam which can be calibrated. 

This is to ensure that the intrinsic parameters of the camera is known or can be 

obtained by simple calibration method. Once the camera is calibrated, we assume 

that all intrinsic parameters remain constant throughout the experiments and studies. 

Finally, this research on 3D reconstruction is tailored for robotics navigation 

and object avoidance only, allowing a wider margin of error for the precision of the 

reconstructed scenes. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Epipolar Geometry 

To understand the basics of stereovision and 3D reconstruction, it is 

important to first study on the epipolar geometry [5]. Hence, a brief review of the 

epipolar geometry is covered in this section. 

 

Figure 1 : Epipolar Geometry [5] 

As described in Figure 1, any 3D object point M = [X, Y, Z, 1] expressed with 

respect to a world coordinate system {W}, it can be related to the 2D projection on 

an image plane in pixels m = [x, y, 1] through the following equation, 

sm=PM     (1) 

where s is a scale factor and P is a 3x4 matrix that is composed of the intrinsic 

parameter, K, and the extrinsic parameters D as follows, 

P = KD     (2)
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Note that K relates the optical and internal geometry of the camera while D 

relates both the camera coordinate system and the world coordinate system. 

The parameter D can be further decomposed into a 3x3 rotation matrix, R; 

and a 3x1 translation matrix, t. 

   
  
  

       (3) 

With this, the epipolar geometry describes the geometry between two 

different positions of a mobile camera. The object point M and its 2D projections m 

and m’ on both image planes forms a new plane. This plane will intersect both image 

planes, resulting in two epipolar lines lm and lm’ respectively.  

All of these epipolar geometry can be expressed in a single matrix, called the 

Fundamental matrix, F relating any two image points corresponding to an object 

point in space. 

m
T 

F m’ = 0     (4) 

Also, when the intrinsic parameters of the camera(s) are known, we can 

simplify the above equation to  

Q
T
 E q’ = 0     (5) 

where  q= Kc
-T 

m,  

 q’= Kc
-1

m’, and 

 E= [ t R]. 

This gives very crucial information, when the Fundamental matrix of a calibrated 

camera is known; the Essential Matrix, E which describes the displacement of the 

camera can be obtained. 
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2.2 Feature Point Matching 

Feature point matching technique is deemed suitable in this scenario since it 

requires minimal computational power and hence increases the speed of computation 

as well. This method is done by taking several images of the same scene from 

different angle. 

Then, an attempt to identify certain feature point is made. This feature points 

are selected as points of interest that could be easily seen from different angles by the 

moving robot. Finally these feature points are being matched with its corresponding 

feature points from several other images. Next, the epipolar geometry is used to 

calculate the camera’s relative position and reconstruct its surrounding.  

 

2.2.1 Feature Point Detection 

To begin with, feature points are defined as points/pixels which contain 

unique traits in an image. In this project, feature points are chosen to be “corner 

points”. To identify these corner points, the Susan Detector [6] was tested. The 

algorithm is explained as follows. 

Figure 2 shows that for a pixel in question (nucleus), a circular mask is used. 

For every pixel within the mask, the pixel’s brightness (its gray level) is compared 

with the nucleus’s brightness. If the difference in brightness falls within a defined 

threshold, t1 sets at 90, it is counted, and otherwise it is ignored. 

 

Figure 2 : Two circular mask on a simple image 
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The total count will give an area for which the pixels are having about the 

same brightness as the nucleus, called the USAN area [6]. If we divide the USAN 

area with the mask size in use, the ratio of salient degree (sd) from 0 to 1 which 

defines the USAN area will be obtained. This information is then assigned to the 

nucleus.  

After scanning through the whole image, the resulting image will show the 

salient degree of each point. Theoretically, an edge gives a salient degree of 0.5 

while a 90 degree corner gives a salient degree of 0.25. With this in knowledge, the 

corner points can be extracted from others by using this geometrical threshold, t2 sets 

at 0.4. 

Now with the feature points obtained, focus will be to determine its 

characteristics that are of interest and store them for matching purposes in later 

stages. 

 

2.2.2 Information Extraction 

From each feature point detected in an image, a set of data is being extracted 

and stored in a set of tables. These data, includes Gray level, Salient Degree and 

Direction of Corners. The gray level and salient degree of a pixel is as explained 

before, while this section focuses solely on the Direction of Corners [6]. 

Considering a USAN area for a particular pixel (nucleus), the direction of 

corner is computed from the vector from nucleus to the center of gravity of the 

USAN area. To compute the center of gravity, there are two distinct cases which 

require two different computation methods: 

a) Case 1: 

The USAN area is not symmetrical in the mask, hence giving a centre of 

gravity which is located away from the nucleus. This is generally the case for 

corners and edges in most cases.  
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Dealing with this, we obtain a sum of vector from nucleus to each pixel in the 

USAN area and divide it with the total sum of pixels accounted for, which 

gives us the direction of corner instantly. 

b) Case 2: 

The USAN area is symmetrical in the mask, giving a centre of gravity which 

is located relatively near to the nucleus itself. This is normally generated 

from noise pixels or a thin white line cutting across the mask through the 

nucleus.  

To deal with this, compute the moment from the USAN area, and then 

compute its direction. This involves a rather complicated algorithm.  

 

2.2.3 Points Matching 

Now with these information extracted from points in two images, comparison 

of these information can be done to match the points as long as all these information 

do not differ more than allowed by the threshold set. The threshold is set 

respectively: 

a) Gray level   :  │G1-G2│  ≤ t1 , 

b) Salient Degree  :  │SD1-SD2│  ≤ t2 , 

c) Direction of Corner  :  │DC1-DC2│ ≤  t3. 

With this, points from two images of the same object from different 

viewpoints can be matched. A test is done on this method since it is the best fitted 

method, details of the result will be discussed in the following chapters. 
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2.3 Correlation Matching 

The next method studied is the conventional method of conducting a 

correlation matching [7] from several images of the same scene taken from multiple 

angles to obtain the matched sections from images. Using correlation, it is possible to 

obtain corresponding points between these images by doing a pixel to pixel check. 

Knowing the epipolar geometry, an estimation of the relative position of the camera 

and its surrounding can be obtained.  

Since correlation method picks up any points that match regardless whether 

the point is actually of interest it gives a denser mapping compared to feature point 

detection. While it could be an advantage, it is also a drawback from computational 

power’s point of view. The more points being needed to be analysed, the more 

complicated the algorithm would be and this would prolong the process time which 

is critical for robotics application.  
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CHAPTER 3 

 METHODOLOGY 

 

3.1 Procedure Identification 

 The flow of the project is being explained in the flow chart in Figure 3.  

 

 

Figure 3 : Project flow diagram 
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3.2 Tools and Equipments 

There are several tools and software required in order to implement this 

project which are as follow: 

 Webcam - used as image sensor (input) for the project. 

 Visual Studio 2005 Software – Used to create application and integrates the 

webcam to the laptop. 

 Matlab 2003 Software – Used for certain image processing functions and to 

plot 3D points for simulations. 

 

3.3 Project Timeline 

 The project is being planned and a timeline is plotted using Gantt Chart 

(Appendix I). Following the Gantt chart, the project will be ensured to progress 

smoothly according to the assigned timeline. 
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CHAPTER 4 

RESULT AND DISCUSSION 

 

4.1 System Algorithm 

 The system can be broken down into several steps where each step has to be 

fulfilled before the next step can be taken in order to reach the final goal of having 

3D points reconstructed from several 2D images. These steps are being illustrated in 

Figure 4. 

 

Figure 4 : Illustration of System Algorithm 

 

 First of all, images are captured from 2 different perspectives, and then the 

points of interest will be extracted from both of these images. Next, image point pairs 

are being matched in order to re-project the 3D points to obtain its coordinates 

respectively. 

 The results of these steps will be further discussed in the following sections 

of this report.  
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4.2 Susan Detector Result 

The following is a result of the feature point extraction method. Using the 

Susan detector, the corner points of an image captured by the webcam is being 

processed and marked in red as shown in Figure 5.  

 

 

Figure 5: Corners marked in red detected using Susan Detector 

 

However, the main variable affecting this algorithm is its mask size. If a 

small mask (e.g. 7x7pixels) is used, it detects almost all edges rather than just the 

corner points. If a bigger mask (e.g. 41x41pixels) is used, it works perfectly 

identifying most of the corner points with minimal faulty points, but with the 

drawback of processing time which is extremely slow. This causes a dilemma of 

speed versus accuracy as always. To solve this, a looping which scans through the 

image 1
st
 time using a small mask size of 7x7 is done.  
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Then, at all the points in interest as marked by the 1
st
 scan, a second scan is 

done with a bigger mask size of 41x41px. This reduces the scanning for 52000px 

(280x200px) with a mask size of 41x41px to an average of less than 10000px only. 

This gives a 5 times increase in speed. 

Also, for better accuracy, several improvements were made. First of all, for 

calculating the USAN area, a smoothing effect rather than a step effect can be 

obtained by a simple threshold method. Hence, the equation for USAN area is 

modified to be an exponential function [6].  

This will give a smoother response due to its exponential nature. Now, the 

USAN area will not be given in discrete numbers but rather it will be changed to a 

floating point with accuracy up to 6 decimal points. 

With this accuracy, the geometric thresholding window can be narrowed 

down from 0.4 down to 0.255 to obtain relatively accurate corner points and reducing 

multiple repetitions over the same corner. The effect of smoothing is shown in Figure 

6 and Figure 7. 

 

Figure 6: Before smoothing  Figure 7: After smoothing 

 

The elimination of multiple repetitions over the same point is highly desirable 

for later process of image matching. Only a single point for each corner is needed to 

be matched to increase its accuracy. With this feature points and its information that 

characterize each corner points, the information stored is being compared and points 

are matched from two images. 
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4.3 Feature Point Matching Result 

Figure 8 shows the result of the feature point matching algorithm. The points 

that are matched are linked with a green indication line for easier cross reference. 

 

Figure 8: Feature Points Matching Result 

 

Figure 9 shows the results of a further test which is conducted to obtain a 

match in images that consist of more details. 

 

Figure 9: Points matching in images with maximal number of details 

 

In a more complicated scene as shown in Figure 9, the results show that the 

matching is very accurate. One of the weak points is the number of points being 

detected is quite scarce, this might be a major problem in later stages when 

reconstruction of these points is done. This will be tested and rectified when the 

whole system is being integrated. 
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4.4 Reconstruction of 3D Points 

4.4.1 Camera Calibration 

Firstly, calibration is conducted to obtain the Intrinsic Parameters, K. This is 

done by using Joaquim Salvi’s Matlab Fundamental Matrix Estimation ToolBox [8]. 

 

Figure 10: 21 Calibration Images 

 

After fixing the manual zoom range of the webcam, 21 images of the 

calibration pattern were captured as shown in Figure 10. These images were fed into 

the system giving us the calibration data as follows. 

 

These data is then fit into the intrinsic matrix, K as shown. 

K = 

















100

87672.127043.5150

04619.18004648.513

 

Focal Length:          fc = [ 513.46484   515.04309 ] ± [ 5.19743   4.72052 ] 

Principal point:       cc = [ 180.04619   127.87672 ] ± [ 5.93725   5.04804 ] 

Skew:                    alpha_c = [ 0.00000 ] ± [ 0.00000  ] 

      => angle of pixel axes = 90.00000 ± 0.00000 degrees 

Distortion:               kc = [ -0.23310   -0.70425   -0.00179   -0.00123  0.00000 ] 

± [ 0.05324   0.72557   0.00193   0.00198  0.00000 ] 

Pixel error:              err = [ 0.18889   0.10347 ] 
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4.4.2 Fundamental Matrix Estimation 

The fundamental matrix, F is estimated using the pre-installed library, 

OpenCV tool. Feeding in all the point coordinates for every pair of matched points 

obtained using the feature point matching algorithm as explained, 

cvFindFundamentalMatrix will provide an output of a 3x3 matrix. 

However, it is important to ensure that it only output one matrix since it is 

possible to produce from zero output up to 3 fundamental matrices. This is due to the 

amount of inaccuracy matching which is fed in as input.   

 

4.4.3 Essential Matrix Estimation 

With K and F obtained, we are able to obtain E using the following equation, 

            (6) 

This step is rather straightforward. The essential matrix contains information on the 

intrinsic parameters of the camera as well as the epipolar geometry of the system in 

question. 
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4.4.4 Estimating the Rotation and Translation Matrix 

Having the essential matrix, computation of the rotation matrix, R and 

translation matrix, t can be done [9]. First, determine the Singular Value 

Decomposition of E, where 

E = USV
T      

(7) 

From there, obtain the Rotation Matrix, R as follows  

R = UWV
T
 or UW

T
V

T     
(8) 

And the translation matrix is  t = u3 or -u3 

where u3 is the last column of U, and W =















 

100

001

010

. 

With this method, instead of one solution, four different sets of solutions for 

R and t is possible (PA, PB, PC and PD) resulting from the possibility of four different 

views as shown in Figure 11. 

 

 

Figure 11: Four different possible perspectives [10] 
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However, this can be solved by using back projection technique. There are a 

set of rules as detailed by David Nister in his research paper [11]. Assuming PA gives 

one configuration of the R and t, solve for the true configuration by just using one 

point.  

This point is triangulated using ( [ I | 0], PA) to obtain the space point X. The 

method of triangulation will be detailed in the next subsection. With this point, a 

cheirality test is conducted following the conditions below.  

Let         and             . 

a) If     , the point is behind the first camera. If     , the point is behind 

the second camera. 

b) If c1 and c2 is greater than 0, then PA and X is the true configuration. 

c) If      and     , reflection Hr   diag (1, 1, 1, -1) is applied and we 

obtain PB. 

d) If       , the twist Ht is applied to obtain PC and the point    . 

If X3(   )4 > 0, Pc and     is the true configuration. Else, reflection Hr is applied 

and we get PD. 
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4.4.5 Triangulation Method 

First of all, there are two parts where triangulation is needed; the first part is 

to triangulate to obtain the real R and t and the second part is to triangulate to obtain 

the real 3D point coordinates for all the points that have been identified and matched 

before. 

To begin with the first part, it is known that  

ii

i

X

P

P

P

y

x

w



































3

2

1

1

,     (9) 

this gives three equations which can be solved simultaneously. Solving this and 

factoring Xi, the final equation as follows, 

0
23

13













i

i

i
X

PyP

PxP
.             (10) 

Similarly, solving for the corresponding point viewed from the second 

camera gives, 

0
'''

'''

23

13













i

i

i
X

PyP

PxP
.

                                          

(11) 

Combining these results, the following equation in the form A x = 0 is 

obtained, where  





























23

13

23

13

'''

'''

PyP

PxP

PyP

PxP

A

i

i

i

i

.

     

(12) 
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Normalising A, Anorm is obtained in the form, 

































4

4

3

3

2

2

1

1

1

1

1

1

A
A

A
A

A
A

A
A

Anorm .

                

(13) 

Lastly, the singular value decomposition of Anorm=USV
T 

is obtained, and the 

3D point coordinate X, is taken from the last column of V.  

Now, after the cheirality test is done using the obtained results, the second 

part of triangulation to obtain all the 3D point coordinates can be done. For this 

purpose, the intrinsic parameters K obtained before is multiplied with P using simple 

matrix multiplication method before the triangulation process. This will transform 

the points from camera perspective to the world view perspective which gives the 3D 

point coordinates. 
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An experimental result is shown in Figure 12, where two images of the same 

object are taken from two slightly different views using the calibrated webcam.  

 

               Figure 12: Two images with 18 matched points marked in red 

 

These images are scanned and 18 point pairs are found and matched. From 

these matched points, the system then computes the Fundamental Matrix, and the 

corresponding 3D point coordinates.  
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This 3D point coordinates is then fed into Matlab solely for plotting purposes. 

Figure 13 shows the 3D plotted points of the object in blue as well as the camera 

positions which is in red.   

 

Figure 13: 3D Reconstructed Points and Camera Locations 
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4.5 User Interface 

 

 To integrate the webcam and the application to allow an easier and faster 

application usage, a user interface has been designed and created. This is done using 

MFC application in Visual Studio 2005.  

 

Figure 14: User Interface  

 

As shown in Figure 14, the user interface allows video stream to be shown on 

screen. The function of each button is also shown in Figure 14, where all parts of the 

system can be run by a simple click of buttons provided within the user interface. 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATION 

5.1 Conclusion 

Nowadays, most robotics or automated vehicles utilise image sensors to 

navigate itself in an unknown environment. However, the costs of these image 

sensors are very high and it requires a very high computational power. In order to 

overcome this problem, an alternative is to use a relatively cheap image sensor which 

is the webcam. From this research study, it is proven that the navigation system can 

be designed using the webcam. Also, this study shows that the 3D reconstruction 

techniques can be improved to minimize the computational power and time as well.  

From the research and testing, simulations of the project from points 

matching to 3D reconstruction are completed in parts. The feature point matching 

algorithm is being implemented with accurate results. Moreover, the 3D 

reconstruction technique provides a very good estimation of the scene as well. In 

conclusion, the main objectives of this project have been achieved. Also, it would be 

relevant and up to date with the current technology in robotics and computer vision. I 

believe that this study will benefit the university as well as giving me more insights 

on robotics and computer vision.  

 

5.2 Recommendation 

At the end of this project, I am certain that a whole robotics navigation 

system can be implemented using the 3D reconstruction techniques that I have 

completed. Further fine tunings of the parameters can be made by calibration to suit 

different environment needs. Also, this system can be expanded to include robotics 

mapping functions in the future. 
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APPENDIX I: GANTT CHART 

No Detail/ Week 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 
Construct User Interface 

              

2 Integrate Point Matching 

              

3 Integrate Triangulation 

              

4 Integrate 3D Plotting 

              

5 Validate System 

              

6 Fine Tuning 

              

7 Report Writing 

              

 

Progress/ Milestone 


