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ABSTRACT 

Orthogonal Frequency Division Multiplexing (OFDM) systems have received a lot of 

attention because of their robust performance in frequency dispersive channels. Further 

performance improvement is achieved by employing more sophisticated receiver 

techniques that often require the knowledge of signal-to-noise ratio (SNR) - broadly 

defined as the ratio of the desired signal power to the unwanted noise power. For 

example, noise variance and, hence, signal to noise ratio (SNR) estimates of the received 

signal are very important for the channel quality control in communication systems. 

Similarly, in advanced communication systems, SNR estimation is used for adaptive 

algorithms for modulation, power control and coding. 

The objective of the work undertaken in this thesis is to design a front-end noise power 

estimator and, thence, SNR estimator. The proposed SNR estimator utilizes the OFDM 

preamble signal - the preamble used for synchronization. The estimation is achieved by 

auto correlating the preamble and it is deployed right at the front-end of the receiver. 

Noise power and, hence, signal power is estimated from the correlation results. The 

technique is also extended to obtaining noise power estimates of colored noise using 

wavelet-packet based filter bank analysis of the noise. 

In order to benchmark the proposed noise power and SNR estimation technique, a 

complete end-to-end fixed-broadband-wireless-access-system (IEEE 802.16d) simulation 

has been developed and the results are compared with other works reported in the 

literature. The simulations are conducted in both frequency non-dispersive and dispersive 

channels with real additive white Gaussian noise (A WGN) and also colored noise. It is 

observed that the proposed estimator gives better SNR estimates. The proposed estimator 

is also checked with WiMAX systems (IEEE802.\6d, 2004) using SUI multipath 

channels and with Wi-Fi systems (IEEE802.11 a) with indoor channel models. The 

estimator performs SNR estimation at front-end of the receiver unlike all other estimators 

which perform SNR estimation at back-end of the receiver. Furthermore, the proposed 

estimator has relatively low computational complexity; for it makes use of only one 
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OFDM preamble signal to find the SNR estimates. The criteria of good SNR estimator 

are accuracy of estimates, low complexity and easy to implement. The results show that 

the proposed estimator fulfills these criteria successfully. 
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CHAPTER 

INTRODUCTION 

1 

1.1 Background 

Fourth Generation wireless and mobile systems characterized by broadband wireless 

systems are currently the focus of research and development among the researchers 

everywhere. The broadband wireless systems favor the use of orthogonal frequency 

division multiplexing (OFDM) modulation that allows high data-rate communication. A 

major advantage of OFDM systems is its ability to divide the input high rate data stream 

into many low-rate streams that are transmitted in parallel. Doing so increases the symbol 

duration and reduces the intersymbol interference over frequency-selective fading 

channels [Van Nee, 2000]. This and other features of equivalent importance have 

motivated the adoption of OFDM as a standard for several applications such as digital 

video broadcasting (DVB) and broadband indoor wireless local area networks, broadband 

wireless metropolitan area networks and many others. 

In order to exploit all these advantages and maximize the performance of OFDM 

systems; channel state information (CST) plays a very important role. Signal-to-noise 

ratio (SNR) is a quantity that gives a comprehensive measure of CSI for each frame. An 

on-line SNR estimator thus provides the knowledge to decide whether a transition to 

higher bit rates would be favorable or not. 

Signal-to-noise ratio (SNR) is broadly defined as the ratio of desired signal power to the 

noise power. Noise variance and hence signal to noise ratio (SNR) estimates of the 
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received signal are very important for the channel quality control in communication 

systems. The search for a good SNR estimation technique is also motivated by the fact 

that various algorithms require knowledge of the SNR for optimal performance. For 

instance, in OFDM systems, SNR estimation is used for power control, adaptive coding 

and modulation, turbo decoding, diversity combing, etc. 

One of the purposes of acquiring SNR estimates in a wireless communication channel is 

to use this information to evaluate the link reliability. In worldwide inter operability for 

microwave access (WiMAX) systems, the knowledge of the SNR is used for throughput 

optimization by selecting one out of seven burst where the selected profile changes 

according to the measured SNR. As in adaptive modulation and coding, a higher 

modulation and coding rate is used in high SNR conditions, while a lower and noise 

robust modulation formats is used in low SNR conditions. Each burst profile has some 

threshold values of SNR. These threshold values of SNR are used to adapt different burst 

profiles on the basis of channel state information. 

Several SNR estimation algorithms have been suggested in the past for single earner 

systems presuming lSI free reception of the system. SNR estimation for multicarrier 

systems (OFDM) were presented first in nineties. There is not that much work found for 

SNR estimation in OFDM systems. SNR estimation algorithm for multicarrier systems 

suggested in the past by [Shousheng et.al, 1998], [Reddy, S. et al, 2003], [ Bournard, S, et 

al,2003], [ Taesang, Y. et al, 2004],[ Xiaodong X. et al ,2005], [Yucek et al, 2005], 

[Doukas et al, 2006] and have been successfully implemented previously in OFDM 

systems by making use of the pilot symbols that are inserted in the OFDM symbol. 

Extracting pilots and using them for SNR estimation is computationally complex. The 

need is of an SNR estimator of low computational complexity so as to keep hardware 

costs minimum while keeping estimation error minimum. This is the motivating factor 

for the pursuit of an SNR estimator that does not require the manipulation of pilot 

symbols. SNR estimator presented in the past performed SNR at the back-end of the 

receiver. So, there is enough interest in estimating SNR at the front-end of the receiver 

which has added advantages of fast and efficient inline diversity combining, adaptive 
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modulation and coding. For systems that use preamble for synchronization and channel 

estimation, this is feasible and designed in this thesis. 

1.2 Types of SNR Estimators 

All the estimation algorithms mentioned above can be divided into two classes. One class 

is data-aided estimator (DA-SNR estimator) for which known (training sequence or pilot) 

data is transmitted and the SNR estimator at the receiver uses the known data to estimate 

the SNR. The other class is the non-data-aided estimator. For this class of estimator, no 

known data is transmitted, and therefore the SNR estimator at the receiver has to blindly 

estimate the SNR value. 

Various specific DA-SNR estimators are discussed in more detail in later sections, but 

there are two general types classified according to whether the data is used to aid the 

SNR estimation is known or estimated. An estimator that uses an exact, known copy of 

the transmitted message sequence will be referred to as a TxDA estimator. 

A DA-SNR estimator that uses an estimate of the transmitted message sequence provided 

by receiver decisions will be referred to as an RxDA estimator. As a further 

classification, any SNR estimator that can generate SNR estimates from the unknown, 

information-bearing portion of the received signal is often referred to as an in-service 

estimator. RxDA-SNR estimators are of the in-service type. 

In TxDA-SNR estimation, the fidelity of the message sequence used for SNR estimation 

is assured by making an exact copy of the transmitted message sequence available to the 

receiver. As an example, short blocks of known data may be inserted periodically into the 

information-bearing sequence. DA equalization techniques use so-called training 

sequences for a similar purpose [J.G.Proakis, 1989]. 

A throughput penalty is incurred since some channel capacity must be devoted to the 

transmission of non information- bearing data (training sequences are not considered to 
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carry information because the data is already known to the receiver). However, in 

systems which already employ training sequences for equalization or synchronization, 

there would be no additional throughput penalty since those same known sequences could 

be used to maximize the performance of a DA-SNR estimator. 

Note that since TxDA-SNR estimates can only be generated when known data IS 

available at the receiver, the use of a TxDA-SNR estimator may not be appropriate In 

some situations where a continuous stream of SNR estimates is required. 

Since receiver decisions are subject to error, the performance of RxDA-SNR estimation 

is inferior to that of TxDA-SNR estimation at low SNR where decision errors are more 

likely. An advantage of RxDA-SNR estimation is that the SNR information is extracted 

directly from the information-bearing signal with no loss of throughput due to resource 

overhead. Since RxDA-SNR estimates may be generated whether the transmitted 

symbols are known or unknown, RxDA-SNR estimators may be used in applications that 

require a continuous stream of SNR estimates 

1.3 SNR Estimation Problem Statement 

In this work, an estimator of type Rx-DA-SNR is proposed. It makes use of the 

synchronization preamble. Most synchronization schemes of today are based on Schmid! 

& Cox technique [Schmid! et al, 1997], which uses alternate loading of subcarriers with 

known PN sequence. Such alternate loading leads to two identical halves property in the 

preamble. Since the preamble used for the proposed method is the timing synchronization 

preamble in OFDM system so there is no additional throughput penalty. 

According to best knowledge of the author, there is no work done at front-end of the 

receiver for OFDM systems. Herein, a front-end estimation of noise power and SNR 

based on one OFDM preamble symbol used for synchronization is proposed. 

There are two main tasks that need to be addressed in preamble based SNR estimation. 

Firstly, selection of training or preamble signal that will sound out the channel effectively 
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and effeciently. In an OFDM system, this means that the preamble signal should have 

equal power in all subcarriers and peak to average power ratio (P APR) of the preamble 

signal should be as small as possible. Given the same system power, the preamble with a 

lower PAPR can be power boosted more. This results in a better estimation of signal to 

noise ratio (SNR). 

After selecting an efficient preamble, the other major task is the development of SNR 

estimation technique that can estimate the SNR at front-end of the receiver with only one 

OFDM preamble symbol. 

1.4 Objectives of the Research 

There are three main objectives of the research work. These are outlined as follows: 

• A complete end-to-end IEEE802.16d compliant OFDM-FB WA system will be 

developed in Matlab® for the purpose of evaluating the performance of proposed 

SNR estimation technique in both frequency non-dispersive and dispersive channels 

with real additive white Gaussian noise (A WGN) and also colored noise. 

• Front-end SNR estimation technique based on one OFDM preamble will be 

developed that has desirable properties of minimal estimation error in mean squared 

sense and will provide accurate estimates of SNR in term of only one training 

symbol. The results will be compared with other works reported in the literature. 

• The technique will also be extended to obtaining noise power estimates of colored 

noise using wavelet-packet based filter bank analysis of the noise. 

1.5 Contribution of This Thesis 

• A novel SNR estimation technique for OFDM systems is reported. It makes use of 

timing synchronization preamble used in many OFDM systems. There is no extra 
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overhead as the preamble used for SNR estimation is already employed in OFDM 

systems. It estimates the SNR by auto correlating the received preamble. Complexity 

of proposed estimator to find SNR estimates is much lower than other SNR 

estimators because it is based on only one OFDM preamble. 

• The proposed technique, when employed up-front in the presence of cyclic prefix 

(CP), gives better estimates of SNR over A WGN channel and multipath channels 

(Rayleigh & Rician). The technique is also extended to estimates the SNR over 

colored noise using wavelet packet. 

• The proposed technique, when employed after CP removal, can also estimate SNR 

over colored noise using wavelet packet analysis. 

• Wavelet packet based FFT implementation is also reported in this thesis in appendix 

8 where SNR estimation is performed inside FFT for both A WGN and colored noise. 

1.6 Organization of Thesis 

This thesis is structured as follows. Chapter 2 presents the background of OFDM systems 

and its advantages when used in wireless channels. It is followed by the literature review 

of SNR estimation for different systems and later by literature review about SNR 

estimation for OFDM systems, - the topic of this thesis. Formulation of SNR estimation 

algorithms used later for comparing them with the proposed technique is also presented. 

This chapters ends with the applications which may be benefited from the knowledge of 

SNR. 

Chapter 3 presents the formulation of proposed front-end SNR estimation. The proposed 

technique makes use of one OFDM synchronization preamble - the preamble which has 

two identical halves property. Benefit of using this preamble is discussed in selection of 

preamble section. Proposed technique is designed for additive white Gaussian noise 

(A WGN) channel and multipath channels and also extended to obtain the noise power 
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estimates of colored noise using wavelet-packet based filter bank analysis of the noise. 

The proposed technique is deployed at the front-end of the receiver unlike all other SNR 

estimators for OFDM systems discussed in chapter 2. In the last section methodologies of 

proposed estimator as well as the estimators used later for comparison are presented. It 

lists the selected parameters for proposed as well as other SNR estimators that have been 

used for comparison in our simulations. 

Jn chapter 4, results of proposed work IS presented and discussed. The results are 

compared with previously published SNR estimators for both white noise and colored 

noise scenario respectively. The results shows that the proposed estimator with one 

OFDM preamble perform better than other SNR estimators which makes use of many 

OFDM symbols to obtain the accurate estimates of SNR. The purposed method is also 

checked with the WiMAX systems (IEEE802.16d) using SUJ channels and also with 

JEEE802.11 g systems using indoor channel models. 

Chapter 5 presents the conclusions and suggests the future works. 

Appendix A discusses Wavelet Packets used in this technique. 

Appendix B presents the wavelet packet based FFT and its use m SNR estimation for 

both A WGN and colored noise. 
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2 
BACKGROUND 

2.1 Introduction 

In Chapter I, motivations of SNR estimation m OFDM systems and types of SNR 

estimators were introduced. Multipath is a phenomenon that occurs in wireless channel 

when multiple reflected versions of the signal arrive at the receiver at slightly different 

time and with various amplitudes and phases. The two channel impairments caused by 

multi path are multipath fading and intersymbol interference (lSI). 

The key enabling technology to overcome these channel impairments is OFDM, 

introduced in this chapter. The principles of OFDM technology will be explored. 

Following this, literature review on SNR estimation and SNR estimation algorithms used 

later for comparison with the purposed technique will be presented. It will be followed by 

applications that may benefit from SNR. It is shown that in order to fully harness the 

power of OFDM technology, accurate SNR estimates must be obtained at the receiver. 

This establishes the importance ofSNR estimation in an OFDM system. 

2.2 Wireless Channel 

Before introducing both OFDM and SNR estimation, we introduce the wireless channel 

itself and the 2 main impairments of multipath wireless channel, lSI and multipath 

fading. We undertake this in order to appreciate how OFDM technology is able to 
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overcome these impairments. The following literature is borrowed from the Rappaport' s 

book [Rappaport, 2002]. 

The wireless channel is the single most important factor that limits the performance of 

wireless communication system. It is extremely hostile to communication. The 

transmission path from the transmitter to the receiver can vary from a simple LOS to one 

that is heavily obstructed by buildings, mountains and foliage. The signal from the 

transmitter is reflected, diffracted and scattered by various objects in the surrounding 

before reaching the receiver. When the signal impinges on an object that is very large 

compared to its wavelength, it will be reflected. Examples of reflecting objects are the 

earth's surface, buildings and walls. Some of the signal's energy will be transmitted 

through refraction while the rest will be reflected. 

On the other hand, diffraction happens when the signal seemingly bends around obstacles 

that obstruct the path between the transmitter and receiver. Although one would expect 

the signal strength to be zero behind the obstacle, this is actually not the case. There is 

signal energy behind and beyond the obstacle. Due to this, although there is no LOS 

between the transmitter and receiver, the latter can still receive the signal. This 

phenomenon can be explained using Huygen's principle, which states that all points on a 

wavefront can be considered as point sources for the production of secondary wavelets 

and these wavelets combine to produce a new wavefront in the direction of propagation. 

When the signal impinges on objects that are small compared to its wavelength, 

scattering occurs. These objects usually have rough surfaces. Foliage, street signs and 

lamp posts are some objects that produce scattering. 

The three signal propagation mechanisms (reflection, diffraction and scattering) affect the 

received signal strength. Naturally, the signal strength will be lower the farther the 

receiver is from the transmitter due to the spread of the signal in all direction through free 

space. But reflection, diffraction and scattering cause the signal strength to decrease 

faster as the distance increases. There are models that predict the mean received signal 

strength given the distance of the receiver from the transmitter. Due to the randomness of 

9 



CHAPTER2:BACKGROUND 

the wireless channel, these models are statistically based and they are known as large­

scale propagation models. 

Making matters worse, a signal from the transmitter can take multiple different paths 

before reaching the receiver as shown in Fig. 2.1. This can be caused by reflecting or 

even scattering objects. The multiple reflected versions of the signal will arrive at the 

receiver at slightly different time and with various amplitudes and phases. This 

phenomenon is called multipath. The multipath signals add up vectorially. The received 

signal strength will be amplified if the signals reinforce each other or are in phase with 

one another. The received signal strength can also drop drastically to a level that impedes 

any communication if the signals cancel each other or are out of phase. This is also 

known as multipath fading and is detrimental to wireless communications. Due to 

multipath, the signal strength at the receiver can change drastically and rapidly in a short 

period of time and over short distances. This is called small scale fading. Although the 

transmitters and receivers in a FBWA system are stationary, movement of other objects 

''I ower -swayne" 
buildings 

Transmitter 

moving scatteres 

Figure 2.1: Multipath propagation 
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in the surrounding environment still causes fading to occur. It has been reported in 

[Sampath, Talwar, Tellado, Erceg & Paulraj, 2002] that FBWA system experiences fades 

that are as bad as mobile wireless communication systems when the measurements are 

done over a large timescale of the order of tens of hours. 

In order for communication links to work even in deep fades, the transmit power required 

for a given link reliability should be much higher, depending on the severity of the fades 

expected. This extra power is known as fade margin. If effective techniques are used to 

mitigate the fades, the extra power will not be needed, making the BS and CPEs cheaper. 

On the other hand, the extra power can be used to increase the reliability or extend the 

range of the system to cover a larger geographical area. 

Multi path can also cause signal distortion. When different copies of the transmitted signal 

arrive at slightly different times, it can overlap across different symbol times. The 

delayed previous symbol interferes with the current symbol causing what is known as 

intersymbol interference (lSI) as shown in Fig2.2. When the symbol rate increases, lSI 

will be worse because the delayed previous symbol can interfere with many symbols after 

it. This means that lSI becomes a major problem with high data rate wireless 

communication systems like FB W A. This signal distortion needs to be corrected using 

various equalization techniques [Sklar, 1997]. 

.,.,, ..... 

Fig.2.2 Intersymbol interference 
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In the frequency domain, lSI manifests itself as frequency selective fading where the gain 

and phase shift are different for different frequencies. Therefore the 2 most important 

challenges presented by the wireless channel to a FBW A system are multi path fading and 

lSI. 

2.3 Orthogonal Frequency Division Multiplexing (OFDM) 

In high rate communication systems, OFDM, as a technique, proves very effective in 

overcoming lSI in frequency selective fading channels. It is a special form of multicarrier 

modulation. In OFDM, a single high rate data stream is transmitted over a number of 

lower rate data streams. For example, in a packet based system, N data bits of a single 

high rate data stream are mapped to I bit on each of the parallel data streams. So, the 

symbol period of each of the data stream is N times the symbol period of the single data 

stream. The symbol duration of each of the lower rate data streams are now N times 

longer. lSI now only causes an overlap into the next symbol by an amount that is reduced 

by a factor of N. The relative dispersion in time due to lSI is therefore reduced 

considerably because of this. In fact, lSI is completely eliminated by introducing a guard 

time in each OFDM symbol. In the guard time, the OFDM symbol is cyclically extended 

to avoid inter-carrier interference (ICI). This cyclic extension is called cyclic prefix and 

the reasons for it will be further explained in the Section 2.3.1. 

In OFDM, the broad bandwidth of the signal has been divided into N narrower sub­

channels. If the OFDM system is designed properly, each of these narrow sub-channels 

will undergo flat fading as opposed to frequency selective fading when using single 

carrier systems. Therefore in OFDM, equalization is very much simplified and involves 

just a complex multiplication for each of the subcarrier. 

The concept of using parallel data transmission and frequency division multiplexing 

(FDM) is not new. In FDM, the total frequency band is divided into N non-overlapping 

frequency sub-channels in order to avoid inter-channel interference. There would also be 
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guard bands between the sub-channels so that each subcarrier can be filtered and 

demodulated. This is shown in Fig.2.3. 

However, this leads to inefficient use of the available spectrum. In order to avoid this 

spectrum wastage, ideas were proposed that made use of overlapping sub-channels 

instead. This is shown in Fig.2.4. Comparing with Fig.2.3, one can see that there is 

significant savings in bandwidth in OFDM compared with conventional FDM. 

The question remains as to how the subcarriers can be separated and demodulated 

without suffering interference from other subcarriers. A technique, that allows the sub­

channels to overlap and yet not interfere with one another, is to have the subcarriers 

mathematically orthogonal to each other [Van Nee, 2000]. A set of signals ¢jCt) is said to 

be orthogonal over an interval (a,b) if it satisfies the following: [Soliman & Srinath, 

1990] 

b 

I¢ i c t ) ¢ k u) dt {~ for i = k 

for i * k a 

where C is a constant. 

Channel Channel Ch.;mnel Channel Channel Channel Channel Channel 
1 2 3 4 s 6 7 8 

nnnonnon 
Fig.2.3 Frequency division multiplexing 
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Ch.1nntl 
I 

Ch1nnel 
8 

Savings In Bandv.·idth 

Fig.2.4 Orthogonal Frequency division multiplexing 

Fnque-ncy 

Fig.2.5 shows the spectrum of a single sub-channel and Fig.2.6 shows the spectrum of an 

7 subcarrier OFDM signal. From Fig.2.6, it can be seen that sub-channels overlap but the 

peak of any sub-channel is at the nulls of other sub-channels. This means that there is no 

interference and lCl between the sub-channels at the centre frequency of each sub­

channel. 

0 

Frequency 

Figure 2.5: Spectrum of a single subchannel 

14 



CHAPTER2:BACKGROUND 

I I 

-3fs -2fs -lfs 0 lfs 2fs 3fs 
Frequency 

Figure 2.6: Spectrum of an OFDM signal 

The next challenge is to have an efficient implementation of the OFDM. Initially, the 

OFDM was implemented using banks of subcarrier oscillators and coherent 

demodulators. Today, the use of discrete Fourier transform (DFT) and inverse discrete 

Fourier transform (IDFT) and their efficient implementation of fast Fourier transform 

(FFT) and inverse fast Fourier transform (IFFT) makes OFDM a practical and viable 

technique. 

2.3.1 OFDM Principles 

An OFDM signal is made up of many subcarriers that are independently modulated using 

either phase shift keying (PSK) or quadrature amplitude modulation (QAM). 
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Mathematically, one OFDM symbol s(t) starting at time t = 15 is written as (Van Nee, 

2000] 

{

Ns_
1 l 2 . i+0.5 

s(I)=Re L d N,/exp(j2TrCfc+ )(t-t5 )), 

N I+ ~2 T 
i=~ 

2 

s(t) = 0, t<t5 &t>t5 +T (2.2) 

and its equivalent complex baseband notation 

{~-/ ) 
s(t)=Re 

2
2: d N exp(j2Tr_!_(t-ts)), 

. Ns i+-s T 
1=- 2 

2 

s(t) = o, t<t5 &t>t5 +T (2.3) 

In the complex baseband representation, the real and imaginary parts are the in-phase and 

quadrature phase parts of the OFDM signal. Both parts need to be multiplied by a cosine 

and sine of the carrier frequency respectively to produce the final OFDM signal. 

Fig.2.7 shows the baseband OFDM modulator block diagram and Fig.2.8 shows the 

baseband OFDM demodulator block diagram. 
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Figure 2.7 OFDM modulator 
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Fig2.8 OFDM demodulator 
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It is important to note that each of the subcarrier has a frequency that is an integer 

multiple of 1 IT where Tis the OFDM useful symbol period. This makes the sine function 

spectrum of each of the subcarriers to be liT spaced from each other resulting in the 

OFDM spectrum as shown in Fig.2.6. This property makes the subcarriers orthogonal to 

each other because the peak of any subcarrier corresponds to the nulls of all other 

subcarriers. 

In order to completely eliminate lSI in OFDM, a guard time is introduced at the 

beginning of each OFDM symbol. The guard time is chosen to be larger than the 

maximum expected delay spread of the channel so that multi path from one symbol will 

not interfere with the next symbol. Fig.2.9 shows how lSI is eliminated in OFDM by 
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introducing a guard time. Note in the figure that the delayed symbol I does not spill over 

to symbol 2 due to the guard time. Notice also that if the delay is longer than the guard 

time, lSI will occur. 

This guard time could consist of no signal at all as in the case of Fig.2.9 but this will 

introduce ICI as shown in Fig.2.1 0, causing the loss of orthogonality among the 

subcarriers. Fig.2.1 0 shows subcarrier i and a delayed subcarrier j. During the 

demodulation of subcarrier i, there would be some interference from subcarrier j because 

there is no integer number of cycles of subcarrier j within the FFT integration interval 

and vice versa. 

To eliminate this ICI, the OFDM symbol is cyclically extended in the guard time. This 

ensures that delayed replicas of the OFDM symbol always have an integer number of 

cycles within the FFT interval, as long as the delay spread is smaller than the guard time. 

Fig.2.11 shows that there is no ICI when cyclic prefix is used in the guard time. 

In order to exploit the advantages and maximized the performance of OFDM technology; 

using high data rates, channel state information is necessary. Key role in the channel state 

information has Signal-to-Noise Ratio (SNR). 

Subc:.rri•r i Symbol t 

' 

' 

, O~l.:~yed 
Subc.arr~r i 

. . 
·--··----------
Gu.ud Tim• 

FFT Integration 
Timto'"T 

Gu;ard Timf' 

Symbol2 

FFT lnt•gration 
Tim•=T 

Fig.2.9 No lSI with introduction of guard time 
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Fig 2.10 Effect of ICI with no signal in the guard time 

GwrdTi~ 

OFOM Symbol Time 

FFT lnte-gr3tlon 
Time=T 

Fig.2.11 No ICI with cyclic prefix in the guard time 

2.4 Literature Review 

2.4.1 Overview of SNR Estimation 

The signal-to-noise ratio (SNR) is broadly defined as the ratio of the desired signal power 

to the noise power and has been accepted as a standard measure of signal quality for 

communication system. The SNR estimators reported in the literature fall in two 

categories called data-aided (DA) and non-data-aided (NOA) estimators. 
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SNR estimators which extract the SNR from a single channel on which both a desired 

signal and noise are present using knowledge of the transmitted message sequence are 

referred to as data-aided (DA) estimators. A DA SNR estimator performs best when the 

message sequence used by the estimator is identical to the true transmitted message 

sequence. An example of this type of SNR estimator may be implemented using the 

correlation between the noisy signal and the known transmitted signal. 

Non-data-aided SNR estimators generate estimates of the SNR assuming knowledge only 

of the statistics of the signal and channel. These estimation techniques are usually 

moment-based methods. Since no knowledge of the transmitted symbols is required, 

these techniques can derive SNR estimates from the information-bearing portion of the 

received signal and so are classified as in-service estimators. 

• Interest in techniques to generate estimates of the SNR began in the mid- to late-

1960's. The earliest recorded work on SNR estimation that could be found is a 

university report written by Nahi and Gagliardi [Nahi et al, 1964]. A subset of this 

work was published by Nahi and Gagliardi [Nahi et al, 1967]. The estimators 

described by Nahi and Gagliardi form estimates of the SNR by measuring the 

power of a hard limited, received (noisy) signal at the output of a filter. Both the 

signal and noise are assumed to be Gaussian stochastic processes with correlation 

functions of known shape. An expression is given by Nahi and Gigliardi showing 

the output power as a function of the filter transfer function and the SNR. The 

expression is not easily inverted so that, if the output power is known (measured), 

the SNR must be found implicitly using iterative techniques or a lookup table. 

• Other early work on SNR estimation includes that of Benedict and Soong [Benedict 

et al, 1967]. The authors present three different methods to estimate separately the 

carrier strength and the noise level based on a finite number of samples. A 

maximum likelihood (ML) estimator, an estimator based on amplitude moments, 

and an estimator based on square-law moments are presented along with plots of the 
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bias and root mean square (RMS) error of the simulated signal and noise estimates 

for the three estimation techniques. 

• Benedict and Soong refer to work done by [Middleton 1962] which predates that of 

Nahi [Nahi et al, 1967]. However, the estimation method developed by Middleton 

assumes that the noise level is known and so is not applicable to this study. The 

maximum likelihood (ML) estimator derived by Benedict and Soong is 

complicated. The ML SNR estimation problem was formulated in a different 

manner by Kerr [Kerr et al, 1966], [Gagliardi et al, 1968], [Thomas et al, 1967] and 

[Gilchriest et al, 1966] to yield much simpler expressions. 

• Kerr proposes two different variations of a maximum likelihood SNR estimator 

where antipodal signaling in A WGN is assumed [Kerr et al, 1966]. The estimators 

derived by Kerr can be manipulated into the form of the SNR estimator derived by 

Gagliardi and Thomas. The probability density function (pdf) of the ML SNR 

estimator and analytical expressions for the bias and variance are offered by 

Gagliardi [Gagliardi et al, 1968]. 

• In the Jet Propulsion Laboratory report by Gilchriest [Gilchriest et al, 1966], a 

simple, intuitive SNR estimator is proposed based on the absolute mean and 

variance of an antipodal (BPSK) signal corrupted by AWGN. An analysis of the pdf 

of this estimator is presented along with confidence intervals. This work was 

extended by Layland to study the performance of this SNR estimator at low levels 

of SNR [Layland et al, 1967]. It is indicated in this work that this intuitive SNR 

estimator is a type of ML estimator. An analog method for determining the SNR of 

BPSK signals in additive white Guassian noise (A WGN) was published by Edbauer 

[Edbauer et al, 1977]. The method is based on the processing of the in-phase and 

quadrature branches of a Costas demodulator. 

• Simon and Mileant introduced an SNR estimator called the split symbol moments 

estimator (SSME) which is designed for BPSK signals in wideband A WGN 
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channels [Simon et al, 1986]. Shah and Hinedi study the SSME in narrowband 

channels and provide plots of the means and inverse normalized variances of 

theoretical and simulated SSME estimates [ Shah et al, 1990]. In a Jet Propulsion 

Laboratory memo, Shah and Holmes discuss a modification of the SSME designed 

to improve performance in narrowband channels. The channel models of this work 

assume that all of the filtering occurs after noise is added. 

• Matzner presented an SNR estimator whose structure was first introduced by 

Benedict and Soong in 1967 as the "square-law method of carrier strength and noise 

level estimation [Matzner et al, 1993]. Matzner evaluates the performance of the 

SNR estimater as opposed to the performances of the separate estimators of carrier 

strength and noise level as treated by Benedict and Soong. Matzner also provides 

more derivation detai Is. The derivation assumes complex baseband signals in 

complex A WGN, but the estimator structures developed are also applicable, with 

relatively minor modifications, to real baseband signals in real A WGN. The mean 

square error (MSE) of the logarithm (dB) of simulated SNR estimates is plotted by 

Matzner as a function of the block length and as a function of the true SNR. 

• A hardware implementation is described by Matzner, Engleberger, and Sietvert 

[Matzner et al, 1997]. The complex form of this SNR estimator may be modified to 

be used as a more general signal-to-interference ration (SIR) estimator in fading 

channels with co-channel interference (CCI) and A WGN. The "signal-to-variation 

ratio (SVR) estimator proposed by Brand is an SIR estimator used to measure the 

quality of signals in channels corrupted by multipath, CCI, and A WGN [Brand et 

al, 1996]. This estimator may be modified to be used as an SNR estimator for 

complex signals in complex A WGN, or for real signals in real A WGN. The SVR 

estimator is identified as being of the "in-service type which is a term sometimes 

used to refer to an estimator that forms estimates from the information-bearing 

received signal, thus avoiding the need to perform SNR measurements off-line. 
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• Plots provided by Brand showing the theoretical and simulated SYR estimates as a 

function of signal power for three different fading channels [Brand et al, 1994]. 

[Yoshida et al, 1991] and [Yoshida et al, 1992] describe an in-service estimator 

that, like the SVR estimator, also reflects the multi path spread and level of CCI in a 

wireless channel. 

• Pauluzzi et al in 2000 compares different SNR estimation techniques for A WGN 

channel [Pauluzzi et al, 2000]. Ramesh proposed SNR estimation in generalized 

fading channels [Ramesh et al, 2001]. Wiesel proposed non data aided (NDA) SNR 

estimation for PSK signals in A WGN [Wiesel at al, 2002]. Xu extend the work 

done by Wiesel and proposed NDA-SNR estimation for QAM signals [Xu et al, 

2004]. NDA-SNR estimation is derived based on a statistical ratio of observables 

over a block of data. This estimator performs well with only large block of data. 

• The entire estimator presented above derived the SNR estimates solely from the 

received signal at the output of the matched filter (MF). The perfect carrier and 

intersymbol interference (lSI) is assumed. Nidal proposed an SNR estimation 

technique for A WGN channel [Nidal et al, 2007], which can operate on data 

collected at the front-end of the receiver without any restriction on lSI. 

2.5 SNR Estimation in OFDM Systems 

All the estimators presented in the literature so far handle the issue considering single 

carrier transmission and presume lSI free reception of the signal. There is not that much 

work found for the SNR estimation in OFDM systems. OFDM is a multicarrier 

transmission scheme as described before in section 2.3 and one can received lSI free 

signal at the receiver using cyclic prefix (CP) of proper guard band length. 

• Shousheng proposed SNR estimator for OFDM systems but the wireless channel 

used is flat fading [Shousheng et al, 1998]. Additionally no quantitative results are 
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given to connect the estimated and actual SNR values but only constellation 

diagram demonstrating the received vector scatter in the complex plain. 

• Arslan & Reddy presented a method to estimate the no1se power and SNR for 

OFDM systems [Arslan et al, 2003]. In this work noise power estimation, which 

takes into account the color and variation of noise statistics over OFDM sub­

carriers, is considered. Instead of averaging the instantaneous noise samples 

estimates over all of the OFDM sub-carriers, dividing the total number of sub­

carriers into several sub-groups and averaging the sub-carriers separately within 

each sub-group is proposed. It is observed that this estimator gives better results 

when the number of OFDM symbols is large. Due to averaging each sub-carrier 

separately complexity is increased. 

• Xiaodoung reported a subspace based noise variance and SNR estimation technique 

for OFDM systems which is based on eigenvector decomposition of the estimated 

channel correlation matrix [Xiaodoung et al, 2005]. Subspace based estimator gives 

accurate measurements of the noise variance and SNR after an observation interval 

of about 20 OFDM symbols for various fading channels. Due to large number of 

OFDM symbols complexity of the system is high. 

• Yucek and Arslan proposed MMSE noise power and SNR estimation for OFDM 

systems in which noise variance, and hence SNR, is calculated by using two 

cascaded filter in time and frequency directions whose coefficients are calculated 

using the statistics of noise/interference variance [ Yucek et al, 2005]. Averaging is 

used over 20 OFDM symbols and considers estimation over subcarriers only. 

• Doukas reported SNR estimation for low bit rate OFDM systems m A WGN 

channel [ Doukas et al, 2006]. Doukas introduced two new methods to estimate 

SNR, SNY-SNR estimator and MMSE-SNR estimator in A WGN. Satisfactory SNR 

estimation can be achieved using these estimators with I 000 OFDM samples. Due 

24 



CHAPTER2:BACKGROUND 

to large number of samples used to find the SNR estimate, complexity of the system 

increased. 

• According to the best knowledge of author, all the SNR estimators for OFDM 

systems discussed above gives SNR estimate at the back-end of the receiver. Unlike 

all the SNR estimators for OFDM systems which perform SNR estimation at the 

back-end of the receiver, the SNR estimator proposed in this thesis gives SNR 

estimates at the front-end of the receiver. The proposed method based on one 

OFDM preamble used for timing synchronization. 

• In contrast to other SNR estimators, the proposed technique operates on data 

collected at the front-end of the receiver, imposing no restriction on lSI. This will 

improve the SNR estimates in severe lSI channels and also help extending the 

implementation of SNR estimators towards systems that require SNR estimates at 

the input of the receiver. One such application is antenna diversity combining, 

where at least two antenna signal paths are communicably connected to a receiver. 

The combiner can use the SNR estimates obtained for each antenna signal to 

respectively weight each signal and thereby generate a combined output signal. 

Reddy's SNR estimator and subspace based SNR estimator are selected to comparing 

them with our purposed SNR estimation technique and discussed in the next section. 

2.6 Previous SNR Estimation Algorithms for OFDM Systems 

The two back-end SNR estimators, the Reddy's estimator [Reddy et al, 2003], and 

subspace based estimator [Xiaodong et al, 2005], used later for comparison are discussed 

below. 

2.6.1 Reddy's SNR Estimation 

An OFDM based system model is used. Time domain samples of an OFDM symbol can 

be obtained from frequency domain symbols as 
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j2trnk / 
e /N O::::;.n::::;.N-1 (2.4) 

where Xm(k) is the symbol that is transmitted on k-th subcarrier of the m-th OFDM 

symbol, and N is the number of sub-carriers. After the addition of cyclic prefix and D/ A 

conversion, the signal is passed through the mobile radio channel. Assuming a wide-

sense stationary and uncorrelated scattering (WSSUS) channel, the channel H(f,t) can be 

characterized for all time and all frequencies by the two-dimensional spaced-frequency, 

spaced-time correlation function 

¢(t:J.j, 61) = E{H* (f, t)H(f + t:J.j),(t + 61)} (2.5) 

In this technique, it is assume that the channel remains constant over an OFDM symbol, 

but time- varying across OFDM symbols, which is a reasonable assumption for low and 

medium mobility. 

At the receiver, the signal is received together with the noise. The no1se power is 

assumed to be varying across OFDM sub-carriers as well as in time. After down 

converting, synchronization and removing the cyclic prefix, the simplified received 

baseband model of the samples can be formulated as 

L-1 
Ym(n)= L.xm(n-l)hm(l)+nm(n) 

1=0 
(2.6) 

where L is the number of channel taps, nm(n) is the noise sample which is combination 

of white Gaussian noise and colored interference source. The channel is assumed quasi 

static, therefore the time domain channel impulse response (CIR), hm(l), over an OFDM 
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symbol is given as time-invariant linear filter. After taking DFT of the OFDM symbols, 

the received samples in frequency domain can be shown as 

n (2.7) 

where H m (k) and N m (k) are DFTof hm(l)and nm(l), respectively. 

Note that, in this technique, the noise is not assumed to be white. In practical wireless 

communication systems, often the received signal is impaired by dominant interference 

sources. For example, in cellular systems, the dominant interference source can be a co­

channel or an adjacent channel interferer. 

2.6.1.1 Estimation of Noise Power and Signal Power 

The noise power estimation is performed in frequency domain. The instantaneous noise 

estimate for each OFDM carrier is calculated by finding difference between noisy 

received sample and the best hypothesis of the noiseless received signal. The variance of 

the noise estimator is thus given by 

2 . . 12 
0" N (m)(k) = IYm (k)- X m (k). H m (k) (2.8) 

where X m (k) is the best hypothesis of the received symbol and H m (k) is the channel 

estimate for the k-th carrier of the m-th OFDM symbol. For noiseless channel estimates 

and for correctly detected symbols, the above equation will provide the absolute square of 

the exact instantaneous noise samples. However, the channel estimation error and 

incorrect decisions will bias the noise estimates. The problem with incorrect symbol 

estimates can be resolved by estimating noise samples using only known data (training 

symbols), or by finding the error after decoding and re-encoding the detected symbols. 
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Using the decoded information improves performance as the decoder corrects the 

incorrect decisions. 

2.6.1.2 Signal Power Estimation 

Signal power can be estimated from the knowledge of channel estimates. The channel 

estimates in frequency domain can be obtained using OFDM training symbols, or by 

transmitting regularly spaced pilot symbols in between the data symbols and by 

employing frequency domain interpolation. In this technique, transmission of training 

OFDM pilots is assumed. Using the knowledge of the training pilots, channel frequency 

response can be estimated as 

H (k) = Ym(k) 
m Sm(k) 

Hm(k) =Hm(k)+wm(k) (2.9) 

where Ym (k) is the received pilot value and wm (k) is the channel estimation error. It is 

to be noted that interpolation is critical for the pilot based estimation because pilots are 

inserted at fixed places in an ODFM symbols. For example in IEEE 802.16d std. 

(WiMAX) eight pilots are used in 256 bit longer frame. Pilots are used in each frame 

unlike preamble which is used at the front of OFDM data symbols only once. 

2.6.1.3 Noise Power Estimation in Sub-bands 

In conventional noise power estimation algorithms, the absolute square of the 

instantaneous noise samples are averaged over all OFDM sub-carriers, providing an 

averaged noise power estimate. The conventional approaches assume the noise to be 

white and of Gaussian distribution and estimate a single noise variance (power) for all the 

OFDM sub-carriers. Therefore, these approaches do not provide any information about 

the variation of noise within the transmission bandwidth. 
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In this technique, noise power estimates for overall OFDM subcarriers as well as noise 

power estimates for noise varying within the transmission bandwidth (colored noise) are 

derived. For the noise power estimation of colored noise, the whole OFDM data is 

divided (i.e. the total number of sub-carriers) into sub-bands (i.e. to a set of subcarriers). 

If the number of sub-carriers in each sub-band is k, then the number of sub-bands will be 

N/k. Then, the absolute square of the instantaneous noise estimates in each sub-band are 

averaged, 

a~ CJ)=.!...±a~ (I) 
m k l=l m 

(2.1 0) 

where ~)!) is the estimated noise power in thej-th sub-band. 

2.6.1.4 Signal Power Estimation in Each Sub-band 

Using the knowledge of channel estimates, signal power over each sub-band is estimated 

as 

(2.11) 

where P,()) is the estimated signal power in the j-th sub-band. 

2.6.1.5 SNR Estimation in Each Sub-band 

Having knowledge of noise power estimates and signal power estimates in each sub­

band, the SNR is computed as 

(2.12) 

where SNR(j) is the estimated value of actual SNR in the j-th sub-band. 
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The size of k depends on the color of the noise. If the noise is completely white, then it is 

desired that averaging be done across all the available OFDM sub-carriers, i.e. to have k 

equal to N. Therefore, increasing the number of samples over which averaging is done 

yields a lower mean-squared-error in the case of white noise, but the same does not apply 

for colored noise. The averaged noise estimates over each sub-band are further averaged 

across several OFDM symbols to get global SNR estimates (Over-all SNR values). 

The methodology and parameters to perform simulation for this technique is discussed in 

the chapter 3 and results of this method are used for comparison with the proposed front­

end SNR estimator are shown in chapter 4. 

2.6.2 Subspace Based SNR Estimation 

In this technique, an OFDM system that consists of N subcarriers among which N, 

subcarriers at the central spectrum are used for transmission and the other subcarriers at 

both edges form the guard bands. A cyclic prefix is also added as guard interval for every 

OFDM symbol to avoid intersymbol interference caused by multipath fading channels. 

Each transmission subcarrier is modulated by a data symbol Xi,n, where i represent the 

OFDM symbol number and n represents the subcarrier number. It is assumed that the 

signal is transmitted over a multipath Rayleigh fading channel characterized by 

L 
h(t,r) = 2:: h1 (t)c5(t- rJ) 

f; I 
(2.13) 

where h1 (t) are the different path complex gains, Tt are different path time delays, and L 

is the number of paths. h1 (t) are wide-sense stationary (WSS) narrow-band complex 

Gaussian processes and the different path gains are uncorrelated with respect to each 

other where total channel energy is normalized to one. At the receiver side, with the 

assumption that the channel is quasi-stationary (in other words, the guard interval 

duration is longer than the channel maximum excess delay and the channel does not 
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change within one OFDM symbol duration), then the n'h subcarrier output during the i'h 

OFDM symbol can be represented by 

Y;,n = Xi n ,Hi n + N i n , , , (2, 14) 

where N i,n is a white Gaussian noise with variance, H i,n IS the channel frequency 

response given by 

L .2 nrt 
-} Jr--

H i,n = L h; (i,Ts ).e NT 
I; I 

(2.15) 

where /q(iJ~)denotes the channell-th path gain during the i-th OFDM symbol and Tis 

the sampling time interval of the OFDM signal. In this technique the SNR during the i-th 

OFDM symbol is defined as the ratio of the channel power to noise power and may be 

written as 

N 

L I ht(iTs) 1
2 

sit R ; .c:i-:.!.1-----o---

(J'~ 
(2.16) 

2.6.2.1 Estimation of Subspace Based SNR 

Consider an OFDM system that uses M pilot subcarriers to estimate channel. It is 

assumed that M (M > L) pilots are evenly inserted in OFDM symbols, Let P denote the 

set that contains the position indexes of M pilots sub-carriers. At the pilot position we 

have 

Xi,p(m); Ym m; 0,1, ........ M- I (2.17) 
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where {r m } are the pilot subcarrier symbols with unit amplitude. Then the channel 

frequency response at the pilot subcarriers during the i-th OFDM symbol can be 

expressed as 

Y;, p(m) 
Hi, p(m) = ---'.:.....;..-'-

Ym 

L "2 p(m)rt - J !( 

L ht (i.Ts ).e NT 
1=1 

Ni,p(m) + --'-'-'---''-
Ym 

Eq.2.18 can also be written in matrix as 

H i, p Wph;+Np 

(2.18) 

(2.19) 

where H '·Pis M*l column vector and Np is M*J noise column vector, WP is the M*L 

matrix with m-th Row given by 

[ 

.2 p(m)Tf .2 p(m)Tf l 
-; !( -; !( 

e NT .......... e NT (2.20) 

here h1 is L * 1 column vector representing the path complex gains. It should be noted that 

in mobile communications the multipath time delays are slowly varying in time. In 

contrast, the amplitude and relative phase of each path are relatively fast varying [Yang et 

al, 2001]. So we can regard Wp is unchanged during the K continuous OFDM symbols 

and h1 varies from symbol to symbol. 

Because the noise vector Np is zero mean and independent of the h1, it follows that the 

correlation matrix of H ,. . P , is given by 
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R - 2 - lfl + O" N .I 

Where I is the identity matrix and 

where 

W P = FFT matrix of pilot symbols 

h 1 = channel impulse response for /-th multipath 

(.) H = Hermitian conjugate matrix transpose 

P = pilot symbol index 

M= number of pilot symbols 

E = expectation operator 

p E {1, 2, ... ... , M) 

(2.21) 

(2.22) 

Because the matrix Wp is of full column rank and the correlation matrix of h; is 

nonsingular, it follows that the rank of 'I' is L, or equivalently, the M - L smallest 

eigenvalues of 'I' are equal to zero. Denoting the eigenvalues of R by ), 1 ~.2 ..... ~•n it 

follows, therefore, that the smallest M- L eigenvalues of Rare all equal to <J~ , i.e., 

AL+2······ Am (2.23) 

And we also have 

2 2 M 
Trace(R)= M(<Js +<JN)= LA; (2.24) 

i= I 

Where <7} = E(h 1 · h t') denotes the channel power. This implies that the observation 

space can be partitioned into a signal subspace spanned by the columns of Wp and a noise 

subspace. Now if we get the estimate of the channel correlation matrix R and the 
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multipath number L (also is the dimension of the signal subspace), the noise variance and 

then the SNR can be derived. 

Since we want to track time variations of the SNR, we form a moving average of the 

correlation matrix from the K most recent observation vectors. Let m denote the m'h 

OFDM symbol, then we have 

· I m H 
R(rn) =- L: H; p·H. 

ki=m-K+I. '·P 
(2.25) 

The estimate of L can be decided by the well-known Minimum Descriptive Length 

(MDL) criterion presented by [Wax et al, 1985] as, 

MDL(k) = -K (M- k) log 

M 1\ Y<M-K) n A,· 
i-k+/ I 

I M 1\ --L 
M- K i=k+JA; 

The number of multipath is estimated as 

" L=arg min MDJi.k) 
k 

ke(O.I,2 .... ,M-I) 

I 
+ -k(2M-k)log(K) 

2 (2.26) 

(2.27) 

From equations (2.23, 2.24, 2.26, 2.27), we can obtain subspace based SNR estimator. 

2.6.2.2 Subspace based SNR estimator 

" I. Make an Eigenvector decomposition of the correlation matrix R. 
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" 2. Estimate the current dimensions of the signal subspace L using equations (3.26 & 

3.27). 

3. According to eq.3.23 and eq.3.24, estimate the noise power as 

And channel power as 

2 I L • • [ 
" 

as=- LA;-L 
M i=l 

. 2] .CY N 

4. The estimate of the SNR is then obtained as 

SNR 
• 2 

O"s 
= • 2 

O"N 

where SNR is the estimated value of actual SNR. 

(2.28) 

(2.29) 

(2.30) 

The methodology and parameters to perform simulation for this technique is discussed in 

the chapter 4 and results of this method are used for comparison with the proposed front­

end SNR estimator are shown in chapter 5. 

2. 7 Applications Which May Benefit From Knowledge of the SNR 

In many applications, the total received power is estimated for simplicity rather than the 

SNR. Goldsmith [Goldsmith et al, 1994] discusses power measurement for time-varying 

cellular channels, and point out that real-time measurement of the received power is 

required for operations such as power control, handoff, and dynamic channel allocation. 

Examples of applications that use total power or received signal strength estimates are 
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described by Holtzman [J. M. Holtzman 1992), Vijayan [R. Yijayan et al, 1992], 

Whitehead [J. F. Whitehead et al,1993], Zhang (N. Zhang et al,l994). In fact, the use of 

SNR estimates can improve the performances of the signal-strength-based algorithms 

used in these applications. Some references are listed below which describe applications 

that ideally require knowledge of the SNR. 

2.7.1 Resource Management Algorithms 

Measurement of the SNR is of great interest today as wireless service providers are 

finding that co-channel interference (CCI) is the greatest factor limiting the extent to 

which cell sizes can be reduced in an effort to increase frequency reuse and system 

capacity. For this reason, methods to measure the SNR (where the impairment, in this 

case, is mainly CCI are attracting much attention for use in resource management 

algorithms such as those used for handoff, dynamic channel allocation, and power 

control. 

2.7.2 Power Control 

Zender [J. Zander, 1992] indicates that power control is important "to adjust the power of 

each transmitter for a given channel allocation such that the interference levels at the 

receiver locations are minimized". He points out that, in practice, power control 

algorithms typically keep the total received power at a constant level; however, he adds 

that keeping the signal-to-interference power ratio constant instead could improve system 

capacity. This view is supported by Jalali [Jalali et al, 1994). Zander admits that a 

practical implementation of the power control algorithm would be difficult since the path 

gains of the desired signal and interferers are, in general, unknown. A means to estimate 

the SNR would facilitate the practical implementation of this power control algorithm. 
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2. 7.3 Diversity Combining 

The classic pre-detection maximal-ratio combiner is described by Brennan 

[D.G.Brennan, 1959], Lee [W.C.Lee, 1982] and Jakes [W.C.Jakes, 1974]. These 

combiners form the weighted sum of two or more diversity branches where the weights 

are proportional to the amplitude of the signal, and inversely proportional to the noise 

variance. The weights for this diversity scheme are often implemented using the signal­

plus-noise envelope as opposed to the signal amplitude to-noise variance ratio described 

by Adachi [F.Adachi et al.,1967]. If an algorithm were available to estimate the signal 

and noise powers separately, the desired weightings for each of the branches of the 

maximal-ratio combiner could be formed trivially as the ratio of the square root of the 

signal power to the noise power. If the SNR is determined as an inseparable parameter, 

p= SIN, then the signal power and noise power could be computed by also estimating the 

total received power, P = S + N, so that simultaneous equations for 'p' and P may be 

solved for S and N to yield N = PI (I+ p) and S = P - N. The branch weights are then 

formed trivially as -..IS IN. 

Adachi [F .Adachi, 1993] presents an optimal post detection diversity combiner that 

weights the differentially-detected symbols of each of the branches based on a formula 

which depends explicitly on both the SNR and the signal-to-interference ratio. The 

implementation of this formula actually requires two separate estimators-one to measure 

the SNR, the other to measure the signal-to-interference ratio. 

A postdetection selection diversity combiner is described by Hladik [Hladik et al, I 992] 

where the SNR of each diversity branch is measured on a symbol-by- symbol basis. Each 

symbol interval, the differentially-detected symbol corresponding to the branch with the 

largest instantaneous SNR is the one that is presented to the decision device. The specific 

SNR estimator is not given there but is simply described as an approximation to the 

maximum-likelihood (ML) estimate of the SNR. 
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2. 7.4 Equalization 

Balaban [Balaban et al, 1991] describe an equalizer for frequency-selective fading 

channels. The tap update algorithm of the equalizer requires both an estimate of the 

channel impulse response and an estimate of the SNR, thus illustrating another 

application requiring some means to estimate the SNR. 

2.7.5 Synchronization 

A maximum likelihood estimator of the bit timing is presented by Wintz [Wintz et al, 

1992] which is a function of the noise variance. For additive white Gaussian noise 

(A WGN), the noise variance drops from the estimator expression as shown by equation 

(II) of Wintz work. However, in time-varying channels, the noise variance cannot be 

assumed to be constant so it, or the SNR, must be estimated for optimal performance. 

Though a noise power estimator is required here, an SNR estimator could be used 

together with a total received power estimator to derive the noise power, as described in 

Section 2.5.3. Chennakeshu [Chennakeshu et al, 1993] present a method to achieve 

timing and frequency synchronization by maximizing the SIR with respect to the timing 

and frequency offset. 

2.7.6 Adaptive Arrays 

Adaptive arrays are used in wireless communications systems to cancel interference and 

mitigate fading effects by appropriately weighting and combining the output of two or 

more antennas. The optimal weight equation is given by Winters [Winterset al, !993] or, 

equivalently, by Winters [Winters at al, 1984], and is found to be a function of the noise 

variance. Again, using a technique such as that described in Section 2.5.3 an estimate of 

the noise power may be found from estimates of the SNR and the total received signal 

power. 
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2. 7. 7 Viterbi Equalization and Decoding 

The path metric used in Yiterbi equalization and decoding is shown by Hagenauer 

[Hagenauer et al, 1989] to depend on what the authors call the 'instantaneous SNR, 

Es(k)IN0 , where Es is the energy per symbol, No is the noise power spectral density, and k 

is the time index. The time dependence arises as a result of the time-varying nature of the 

multi path channel assumed in this equalization and decoding. 

2.8 Summary 

In this chapter, background of the for FBWA-OFDM systems is discussed. There are two 

main impairments in wireless channels that are lSI and multipath fading. OFDM is highly 

effective in mitigating these channel impairments. The principles of OFDM technology 

are discussed and it is shown that how guard interval makes the OFDM system lSI free. 

Following this, literature review of SNR estimation and formulation of SNR estimation 

algorithms used later for comparing them with proposed methods are discussed and 

applications which may be benefited from SNR are discussed. It is shown that in order to 

fully harness the power of OFDM technology, accurate SNR estimates must be obtained 

at the receiver. This establishes the importance of SNR estimation in an FB WA-OFDM 

system. 
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3 

3.1 Introduction 

FRONT -END SNR ESTIMATION 
TECHNIQUE FOR OFDM 

SYSTEMS 

In the last chapter we discussed the background of OFDM systems and SNR estimation. 

The completion of the background study now sets the stage for the development of an 

improved SNR estimation technique. Formulation of proposed SNR estimation technique 

will be discussed in this chapter. In order to validate the proposed technique, schemes of 

Reddy [Reddy, S et al, 2003] and subspace [Xiaodong et al, 2005] are used. The 

formulation of these techniques is also described before the formulation of our technique. 

Methodologies of these estimation techniques will be discussed in the next chapter. 

SNR estimation indicates the reliability of the link between the transmitter and receiver. 

In adaptive system, SNR estimation is commonly used for measuring the quality of the 

channel and accordingly changing the system parameters. For example, if the measured 

channel quality is low, the transmitter may add some redundancy or complexity to the 

information bits (more powerful coding), or reduce the modulation level (better 

Euclidean distance), or increase the spreading rate (longer spreading code) for lower data 

rate transmission. Therefore, instead of implementing fixed information rate for all levels 

of channel quality, variable rates of information transfer can be used to maximize system 

resource utilization with high quality of user experience. 

Many SNR estimation algorithms have been suggested and implemented in the last ten 

years in OFDM systems at the back-end of receiver using the system pilot symbols. The 
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essential requirement for an SNR estimator in OFDM system is of low computational 

load. This is in order to minimize hardware complexity as well as the computational time. 

Most of these techniques derive the symbol SNR estimates solely from the received 

signal at the output of the matched filter (MF). The estimators assume perfect carrier and 

symbol synchronization while at the same time implicitly assuming intersymbol 

interference (ISI)-free output of the MF (the decision variable). However, in practice, 

multipath wireless communication gives rise to much intersymbol interference, especially 

in indoor and urban areas. In these lSI dominated scenarios, SNR estimators that do not 

presume lSI-free reception are highly desirable. 

In contrast to other SNR estimators, the proposed technique operates on data collected at 

the front-end of the receiver, imposing no restriction on lSI. This will improve the SNR 

estimates in severe lSI channels and also help extending the implementation of SNR 

estimators towards systems that require SNR estimates at the input of the receiver. One 

such application is antenna diversity combining, where at least two antenna signal paths 

are communicably connected to a receiver. The combiner can use the SNR estimates 

obtained for each antenna signal to respectively weight each signal and thereby generate 

a combined output signal. 

In many SNR estimation techniques, noise is assumed to be uncorrelated or white. But, in 

wireless communication systems, where noise is mainly caused by a strong interferer, 

noise is colored in nature. 

In this chapter, formulation and methodology of Proposed SNR estimation technique are 

presented. A front-end noise power and SNR estimator for the white noise as well as for 

colored noise in OFDM system is proposed. The algorithm is based on the two identical 

halves property of time synchronization preamble used in some OFDM systems. The 

proposed technique is divided in to two parts. In the first part, SNR estimation technique 

for A WGN channel and multipath channels is considered. In the second part, the 

proposed estimator is taking into consideration the different noise power levels over the 

OFDM sub-carriers. The OFDM band is divided into several sub-bands using wavelet 
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packet and noise in each sub-band is considered white. The second-order statistics of the 

transmitted OFDM preamble are calculated in each sub-band and the power noise is 

estimated. Therefore, the proposed approach estimates both local (within smaller sets of 

subcarriers) and global (over all sub-carriers) SNR values. The short term local estimates 

calculate the noise power variation across OFDM sub-carriers. When the noise is white, 

the proposed algorithm works as well as the conventional noise power estimation 

schemes, showing the generality of the proposed method. 

The remainder of the chapter is organized as follows. Section3.2 describes the 

Formulation of our proposed SNR estimation technique. In Section3.3 we discuss the 

formulation of our proposed technique. 

3.2 Formulation of Proposed Front-End SNR estimation Technique 

In this section, we presented our proposed front-end SNR estimation technique. This is a 

data-aided technique based on the preamble appended to data frames. According to the 

best knowledge of the author, there is no estimation technique that estimates SNR at 

front-end of the receiver for OFDM systems. The motivation in using a preamble for 

SNR estimation is that a preamble is always present in most OFDM systems, and, 

therefore, using it will not cause any additional burden. Preamble is used both for channel 

estimation and timing and frequency synchronization. A good preamble must sound the 

channel very efficiently. It will also have low peak-to-average power ration (PAPR). Also 

it will have features that are best utilized for synchronization. For example popular 

Schmid( & Cox [Schmidl et al, 1997] technique for synchronization loads a PN-sequence 

on alternate subcarriers. This generates a preamble that has two identical halves, whose 

correlation gives an identification of the start of the frame. This also implies that channel 

will have to be interpolated at subcarriers where PN-sequence was not loaded. 

Next subsection discusses the work that has been done in the literature on arriving at a 

suitable preamble. 
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3.2.1 Selection of a Preamble 

For the proposed technique we aim to select a preamble which is already employed in 

OFDM systems for timing & frequency synchronization and channel estimation. Given 

below is a brief historical development of the work done in developing synchronization 

schemes and a suitable preamble for it. 

There have been several papers on the subject of synchronization for OFDM 

in recent years. Moose gives the maximum likelihood estimator for the carrier 

frequency offset which is calculated in the frequency domain after taking the 

FFT [Moose et al, 1994]. He assumes that the symbol timing is known, so he 

just has to find the carrier frequency offset. The limit of the acquisition range 

for the carrier frequency offset is the subcarrier spacing. He also describes 

how to increase this range by using shorter training symbols to find the carrier 

frequency offset. For example shortening the training symbols by a factor of 

two would double the range of carrier frequency acquisition. This approach 

will work to a point, but the estimates get worse as the symbols get shorter 

because there are fewer samples over which to average, and the training 

symbols need to be kept longer than the guard interval so that the channel 

impulse response does not cause distortion when estimating the frequency 

offset. 

Nogami present algorithms to find the carrier frequency offset and sampling 

rate offset (Nogami et al, 1995]. They use a null symbol where nothing is 

transmitted for one symbol period so that the drop in received power can be 

detected to find the beginning of the frame. The carrier frequency offset is 

found in the frequency domain after applying a Hanning window and taking 

the FFT. The null symbol is also used by Bot [Bot et al, 1994]. This extra 

overhead of using a null symbol is avoided by using the technique described 

in this work. If instead of a continuous transmission mode, a burst mode is 
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used, it would be difficult to use a null symbol since there would be no 

difference between the null symbol and the idle period between bursts. 

Beek describes a method of using a correlation with the cyclic prefix to find 

the symbol timing [Beek et al, 1995). If this method were used to find the 

symbol timing, while using one of the previous methods to find the carrier 

frequency offset, there would still be a problem of finding the start of the 

frame to know where the training symbols are located. 

Classen introduces a method which jointly finds both the symbol timing and 

carrier frequency offset [Classen et al, 1995]. However, it is very 

computationally complex because it uses a trial and error method where the 

carrier frequency is incremented in small steps over the entire acquisition 

range until the correct carrier frequency is found. It is impractical to do the 

exhaustive search and go through a large amount of computation at each 

possible carrier frequency offset. 

Schmid( introduces some modifications of Classen's method which both 

greatly simplify the computation necessary for synchronization and extend the 

range for the acquisition of carrier frequency offset [Schmid! et al, 1997]. The 

method in this paper avoids the extra overhead of using a null symbol, while 

allowing a large acquisition range for the carrier frequency offset. By using 

one unique symbol which has a repetition within half a symbol period, this 

method can be used for bursts of data to find whether a burst is present and to 

find the start of the burst. Acquisition is achieved in two separate steps 

through the use of a two-symbol training sequence, which will usually be 

placed at the start of the frame. First the symbol/frame timing is found by 

searching for a symbol in which the first half is identical to the second half in 

the time domain. Then the carrier frequency offset is partially corrected, and a 

correlation with a second symbol is performed to find the carrier frequency 

offset. 
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After studying we select an OFDM synchronization preamble proposed by Schmidl 

[Schmid! eta!, 1997]. As will be shown later, the preamble has two identical halves property. In 

this preamble, the two halves of the training symbol in time obtained by transmitting a 

pseudonoise (PN) sequence on the even frequencies, while zeros are used on the odd 

frequencies. This means that at each even frequency one of the points of a QPSK 

constellation is transmitted. In order to maintain approximately constant signal energy for 

each symbol the frequency components of this training symbol are multiplied by .J2 at 

the transmitter. Transmitted data will not be mistaken as the start of the frame since any 

actual data must contain odd frequencies. Note that an equivalent method of generating 

this training symbol is to use an IFFT of half the normal size to generate the time domain 

samples. The repetition is not generated using the IFFT, so instead of just using the even 

frequencies, a PN sequence would be transmitted on all of the subcarriers to generate the 

time domain samples which are half a symbol in duration. These time-domain samples 

are repeated (and properly scaled) to form the first training symbol. The second training 

symbol contains a PN sequence on the odd frequencies to measure these sub-channels, 

and another PN sequence on the even frequencies to help determine frequency offset. 

The selection of a particular PN sequence should not have much effect on the 

performance of the synchronization algorithms. Instead the PN sequence can be chosen 

on the basis of being easy to implement or having a low peak-to-average power ratio so 

that there is little distortion in the transmitter amplifier. 
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3.2.2 Proposed Front-End SNR Estimator 

The second stage after selecting synchronization preamble - the preamble which has two 

identical halves property, is to develop a preamble based front-end SNR estimation 

technique. The selected preamble has low PAPR and can sound the channels well and can 

be power boosted more with the same system power requirements. This translates into 

higher signal to noise ratio (SNR). The proposed technique is divided in to two parts. The 

first part is the front-end SNR estimation technique for A WGN channel and multi path 

channels (Rayleigh, Rician, SUI channels and indoor channel models) using white noise 

scenario. The second part is the extension of first part to noise power estimation of 

colored noise using wavelet-packet based analysis of the noise. 

3.2.2.1 First Part: Front-End Noise Power and SNR Estimation 

Technique for A WGN Channel and Wireless Multi path Channels 

As discussed earlier, the preamble used for timing synchronization is derived from 

alternate loading of subcarriers with PN-sequence modulated constellation as follows: 

P. (k)j/2.P(~ 
even LO 

k=2m m=l,2.) ........ NI 2 

otherwise (3.1) 

Here, P(m) is the PN sequence loaded onto even subcarriers taken from IEEE802.16d. 

The factor .,/2 is related to the 3 dB boost and k shows the sub-carriers index. 

In actual practice, an OFDM signal is provided with a guard band on either side of its 

spectrum. Accordingly the data are not loaded on the sides. For example, for a typical 

IEEE802.16d signal of length 256 subcarriers vide, 28 carriers on either side are null 

carriers as shown in Fig.3.1. 
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Fig.3.1 Preamble signal loaded on even subcarriers using PN sequence 

Therefore for our purposes, eq.3.1 is rewritten as 

l../2 .P(m) 

P.ven (k) = 0 
0 

k=2m m= 1.5) 6,17. ......... (N/ 2-14) 

m=1,2,3 ...... 14 

m=NI2-13,N/2-12, .... N/2 

-

(3.2) 

The corresponding time-domain preamble P(n), is obtained by Inverse discrete Fourier 

transform (lOFT) of Peven (k) as follows. 

p(n) = IDFT {Peven (k)} 

N -I j2rrn% 
= L Peven (k).e N 

k=O 
0:5,n:5,N-1 (3.3) 

Since Peven (k) has values only at even subcarriers, this can be seen from the properties of 

j2tr nm/ 
e IN/2 (also written as w;v;;, where W,v is the N-th root of unity). 

For k = 2m. 

j2rrn2m/ _ j2rrnm/ 
e IN - e IN/2 (3.4) 
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So, for n = n + N/2 , 

j2tr(n+N/ 2)m/ 
e IN/2 = 

j2trnm/ j2trm.NI1 
e IN/2 .e IN/2 

j2trn"JI 
= e N/2 

(3.5) 

In other words 

p(n) = p(n + N/2) (3.6) 

To avoid intersymbol interference (lSI) caused by multipath fading channels, cyclic 

prefix (CP) of length lCP is added so that the total length of OFDM data becomes N10wl 

=N+lcp. It is assumed that the signal is transmitted over Rayleigh multipath fading 

channel characterized by 

L 
h(t,r) = 2: h 1 (t)o(t- r 1 ) 

I= I 
(3.7) 

where ht (t) are the different path complex gains, TJ are different path time delays, and L 

is the number of paths. ht (t) are wide-sense stationary (WSS) narrow-band complex 

Gaussian processes. At the receiver side, with the assumption that the guard interval 

duration is longer than the channel maximum excess delay, the received OFDM data can 

be represented by 

y(n) = x(n) + n(n) (3.8) 

where 

x(n) = s (n) * h(n) 

* = Linear convolution 

s(n) = IDFT {S(K )} , S(K) are the constellation symbols, and S(n) is the transmitted signal 

in time-domain. 
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n (n) = white Gaussian noise with variance cr 2 
• 

h (n) = discretized version of impulse response of the system. 

a. Autocorrelation based Front-End SNR Estimator 

The proposed estimator is deployed right at the front-end of the receiver. It makes use of 

two identical halves property of time synchronization preamble padded with cyclic prefix 

and relies on the autocorrelation of the same. From eq.3.9, it can be shown that the 

autocorrelation function of the received signal, Ryy(m), has the following relationship to 

the autocorrelation of the data signal, Rxx(m) and the noise, RnnCm): 

R yy ( m ) = R xx ( m ) + R nn ( m ) (3.9) 

where 

Ryy(m)='L y(n) y•(n+m) 
n 

Rxx (m) = ,L x(n) x·(n+m) 
n 

• Rnn (m)=L: n(n) n (n+m) 
n 

The no1se m the channel is modeled as additive white Gaussian no1se and its 

autocorrelation function only has a value at a delay of m = 0 , with magnitude given by 

the noise variance ( rr 2 ), expressed as 

(3.1 0) 

where o (m) is the discreet delta sequence. 
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b. Signal Power and Noise Power Estimation 

We undertake the study of OFDM signal statistics, and observe, as shown in Fig.3.2, that 

its power spectrum is nearly white. Hence its autocorrelation is generally given by: 

(3.11) 

where P0 is signal power. 

However, two identical halves of the preamble OFDM symbol correlate separately and 

also together at -N/2 lag, 0 lag and at N/2 lag, giving rise to R55 (m) as: 

Rss (m) = P0 {j0 o(m- ~) + o(m) + j0 o(m + ~)} (3.12) 

Transmit spectrum OFDM 
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frequency. MHz 

Fig.3.2 Power spectrum of an OFDM signal 
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As the transmitted signal passes through a channel, h(n) the autocorrelation R.u (n) can 

be derived as follows: 

• Rxx (m) =I 5(n) s (n+m) 
n 

= ~[ 1h(i) p(n- i)] [ 7h • U) p • (n+m- j)] 

=I 2;. h(i) h* U)[Ip(n-i) / (n+m-))] 
1 J n 

= IIhCi) h•U)[L]J{n-1) /(n-i+m-j+z)] 
1 J n 

• • p 
=IIh(z) h U).Pa.!i(m-j+z)+III(i) h U) . ..!!..o{m-j+i-N/2) 

i j i j 2 

• p 
+IT.h(z) h U) . ..!!..O(m-j+i+N/2) 

i j 2 

= P0 1h(i{th.U)O(m-J+i)}; 1h({th.U)O(m- j+i-N/4] 

+Po Ih(JLJ!.U)O(m- j+i+N/4] 
2 i 11 

• p • p • 
= P0 IIi..i)h (m+z)+..!!.. 'L.h(i)h (m+i-N/4+..!!.. 'Lii.J)h (m+i+N/4 

i 2 i 2 i 
(3.13) 

When m = 0, 

(3.14) 

However 
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I lh (i) h ( i - N/2 ) I = 0 
i 

L: ih ( i) h ( i + N/2 ) I = 0 
i 

As described in Fig.3.3. 

So, 

Rxx (0) = Po 2: lh(i)l2 
i 

h(n) 

0 N-1 

* 
h(n+N/2) 

0 N-1 

h(n).h(n+N/2) = 

0 N-1 

Fig.3.3. multiplication of lr(n) and lr(n+N/2) 

Here Po 2: lh(i)l
2 

is the received power attenuated by I lh(i)l
2 

factor. 
i 
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When m = N I 2, 

However, similarly from Fig.3.3. 

2: lh ( i) h ( i + N/2 ) I = 0 
i 

2: lh ( i ) h ( i + N ) I = 0 
i 

So 

When m = -N I 2, 

However, similarly from Fig.3.3. 

I ih(i)h(i- N/2 )I= 0 
i 

I lh(i)h(i- N )I= 0 
i 

So, 
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From the above equations, it is clear that the received signal power ( Po L ih(i)l
2

) can be 
2 i 

estimated from R (.!!..._) and R (::.!!___) peak . 
. u

2 
x._.

2 

Hence, at zero lag (shown at 'L' in Fig.3.4) the autocorrelation Rxx(O), contains both the 

signal power estimate and noise power estimate indistinguishable from each other as 

shown in eq.3.9 and eq.3.1 0 before. However, because of the identical halves nature of 

the preamble, the received signal power can be estimated from auto correlation peak at 

N/2 or at -N/2 as shown in Fig.3.3a. In Fig.3.3, Rxx(m) has been sketched for N=256. 

(o"l) Autoconelntion ofTrnusnained Pr·enrnhle without Cyclic Prefix 

1.5 . -.--.--.--.-- .. - ~-- ...... -.- .. - .. - .. '-----.--------'-- .. --.------ ... -

1 . -.- .• --.--.-- •• -f--- ......... -· .. - .. -.----.-- .. -.- -~. ---.---.--.-- .. -

0.5 ----------------- ................. ·····------------ ··---------------

th) Autoconelntion of Received P•·eo:unble withot~t Cyclic Prefix 
2.5r-----------,-----------,-----------,-----------, 

2 --------------···f············----- -----------------j-----------------
1.5 ----.-.-.--.-- .. -.----------------- ----------------- j-----------------

0 ~ :::::::::::::::: :i::::::::::::::::: ::::::::::::::::: j:::::::::::::::: ~ 
o~~~~~~Jl~-·~~~·~~~~~~-·~~~-1~~~~~~ 

L-N/2 L L+N/2 

Fig.3.4 (a): Transmitted Preamble (b): Received Preamble after coming through a channel 

(Plots show two identical halves with no cyclic prefix). 

It is clear that the autocorrelation values apart from the zero-offset are unaffected by the 

channel effects, so one can find the signal power from the N/2 or -N/2 lag autocorrelation 

value. 
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c. Signal Power Estimation 

In Fig.3.4, the auto correlation for preamble has been shown without cyclic prefix. 

However, all OFDM symbols, including preamble, have cyclic prefix. For example, in 

WiMAX systems, a cyclic prefix 64 sample long is introduced where the data is 256 

points long. In such cases, the autocorrelation also has peaks where cyclic prefix matches 

with sections. This is shown in Fig.3.5 where the autocorrelation of the clean OFDM 

signal is shown in Fig.3.5 (a) and that of the received signal with noise at SNR=7d8 in 

Fig.3.5 (b). 

(a) Autocorrelation Plot Of The Transmitted Signal 
2.-------.------.------.------.------.-:------. 

. . . 
1.5 ------------ .. -----------:----------- -----------:---------- ------------. . . . 

1 ------------f---- ...... ----------- ------------

0.5 ---------- ·1---------- ----------- ---------- ---------- :r-----------
oL----£~~~~~--~~~~~~-&~~----~ 

L-N L-N/2 L L+N/2 L+N 

(b) Autocorrelation Plot Of Recleved Signal after adding AWGN Channel 
2.5,-------,------,.------.------.-------.-------, . . . . . . . . 

2 ------------ f---------- ~----------- ----- - - - - --:- ------ - - - -; ------- - - - - -. . . . . . . . 
1.5 ------------:-------- --~- ---------- -----------:- ----------i ------------

1 ------------f---------- ----------- ---------- -----------1------------
-----------·r·-------- ----------- ---------- -----------t·-----------

oL_--~~~~~~~~~~~~~~~--_j 

0.5 

L-N L-N/2 L L+N/2 L+N 

Fig 3.5 (a): Autocorrelation plot of transmitted signal (b): Autocorrelation plot of received signal. 

The explanation for the correlation peaks of Fig.3.5 is pictorially given in Fig.3.6. 

55 



CHAPTER 3: FRONT-END SNR ESTIMATION TECHNIQUE FOR OFDM SYSTEMS 

CP 

p = "'"'X!' d;;ns izy 
lz.. = kngrh (CP) 
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·'·' I ·"" 

CP 
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P. (l.N/1 + !g_l = P. 0\' +!g_) 

L 

Fig.3.6: Autocorrelation of received preamble signal in time domain 

If the energy density of the preamble is 'p' per unit length, the peak heights are equal to 

the energy of the matched portion of the signal. As it can be seen from the correlation 

shown in Fig.3.6 that, the first peak rises at L-N when CP matches with itself with energy 

of p. lcp. The second peak rises at L-N/2 when one half of preamble plus CP matches with 

itself with energy of p. (N/2+/CP) and main peak at zero-lag ( shown at 'L' in Fig.3.6) 

rises when full preamble matcheing with itself with energy of p.(N+lCP). Taking into 

consideration the autocorrelation values for 'L- o/; ',' L- N ',' L+ 1~ ',' L + N ', signal 

power is given as: 

(3.20) 

Or 

(3.21) 

where P
0 

estimated signal power. 
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d. Noise Power Estimation 

Having obtained the power of signal, noise power, PN given by noise variance a~, can 

be calculated as 

Noise Power =ci ~ (3.22) 

where R YY (L) is value at zero-lag. 

e. SNR Estimation 

Finally we can find the SNR estimates using eq.3.20 or eq.3.21 and eq.3.22. 

SN R = (3.23) 

where SNR is the estimated value for SNR. 

Ideally, signal power and noise power are calculated without CP for the original data of length N. 

For example in WiMAX systems the data length is N=256 and after adding cyclic prefix of '/.,Nit 

becomes 320. Table 3.1 shows that signal power and noise power calculated for the proposed 

method is same as ideal case because the energy contained in CP is subtracted from the energy 

contained by total signal which is data plus CP. 

Table 3.1: Ideal vs. calculated SNR for first-part of proposed technique 

Signal power= Pss 
(Ideal) (Calculated) 

p.N Pss = p{2(N + ICP )} - p.ICP = p.N 

Noise Power= pNN -2 
CTN.N PNN 

-2 -2, _, = uN(N+ICP)-uN. CP =CT"f.I.N 

SNR Pss IPNN pss IPNN 
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3.2.2.2 Second Part: Front-End Noise Power and SNR Estimation of 

Colored Noise Using Wavelet-Packet 

For the second part of our proposed technique; we develop a technique that takes into 

account the color and variation of noise statistics over OFDM sub-carriers. Unlike first 

part, the OFDM band is divided into several sub-bands using wavelet packet as shown in 

Fig.3.7 and appendix A shows the details of Wavelet Packet decomposition. The colored 

noise in each sub-band is considered white as shown in Fig.3.8. The proposed solution 

provides many local estimates, allowing tracking of the variation of the noise statistics 

across OFDM sub-carriers, which are particularly of use in sub-band adaptive modulation 

OFDM systems. The proposed technique estimates both local (within smaller sets of 

subcarriers) and global (over all sub-carriers) SNR values using noise power estimates 

knowledge. 

After adding cyclic prefix as described in first part, OFDM data is divided into 2" sub­

bands using wavelet packets where 'n' shows the number of levels. The length of each 

sub-band is Lsub=Nsub + lcPsub, where Nsub= N/2" and lcPsub- lcp/2". 

a. Signal Power and Noise Power Estimation in Sub-Bands 

Sub-bands inherit the two identical halves property of synchronization preamble as 

discussed in first part of proposed technique. So, one can find the signal power and noise 

power in each sub-band using the same procedure as described in first part of proposed 

work. Due to wavelet packet decomposition, length of data is changed but location of 

zero lag and side peaks are unchanged. The autocorrelation of the transmitted and 

received 51
h sub-band signal at SNR = 7 dB are shown in Fig. 3.9 (a) and Fig. 3.9(b), 

respectively. It is clear that the autocorrelation values apart from the zero-offset are 

unaffected by the A WGN, so one can find the signal and noise powers from the zero-lag 

autocorrelation value. 
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Tree Decompos~ion using wavelet packets 

Fig. 3.7: Wavelet decomposition of transmitted OFDM data 

White noise colored noise 

Fig. 3.8: Estimation of colored noise using white noise in small segments 

59 



CHAPTER 3: FRONT-END SNR ESTIMATION TECHNIQUE FOR OFDM SYSTEMS 

(a) Autocorrelation Plot of Transmitted Sub-band signal 

o t I I I 

t • • ' ' o_ Is - - - - -:- - - - - - - - - - - - - - -:- - - - - - - - - - - - - - - : - - - - - - - - - - - - - - ~ - - - - - - - - - - - - - - --:- - - -
o o I I o . ' . ' 
I I I o . . . ' 

0.1 -----:---------·-··-·~···-----·-·-- -------------~--------------~-·-· 

0.05 

(b) Autocorrelation Plot of Recieved Sub-band signal 

Fig.3.9 (a): Autocorrelation of transmitted signal. (b): Autocorrelation of received signal 

b. Signal Power Estimation in each Sub-band 

The Explanation for the correlation peaks of Fig.3.9 is same as shown in Fig.3.6 because 

sub-bands inherit the two identical halves property of synchronization preamble. After 

wavelet packet decomposition, the length of data and the length of CP are changed. So 

after correlation of each sub-band, first peak rises at Lsub-Nsub when CP matches with 

itself with energy of p. lcPsub· The second peak rises at Lsub-Nsui/2 when one half of sub­

band plus CPsub matches with itself with energy of p. (Nsui/2+ lcPsub) and main peak at 

zero-lag (Lsub) rises when full sub-band matches with itself with energy of p. (Nsub+ lcPsub} 

Taking into consideration the autocorrelation values for Lsub-Nsui/2 and Lsub-Nsub lags or 

Lsub+Nsui/2 and Lsub+Nsub, signal power is given as 

Or 

Psub =2Ryy (Lsub + Nsubl 2)- Ryy (Lsub + Nsub) 
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where Psub is the estimated signal power of each sub-band. 

c. Noise power Estimation in each Sub-band 

Having obtained the power of signal in certain sub-band, noise power can be calculated 

as 

(3.26) 

where R yy ( L sub ) is value at zero-lag. 

d. SNR Estimation in each Sub-band 

Finally we can find the SNR estimates in the sub-band by using equation (3.24 or 3.25) 

and equation (3.26). 

S;IR = psub 

- 2 
<:TN 

(3.27) 

where s/vR is the estimated value for SNR. 

Ideally, signal power and noise power are calculated without CP for the original data of length N. 

Table 3.2 shows that signal power and noise power calculated for the proposed method is same as 

ideal case because the energy contained in CP is subtracted from the energy contained by total 

signal which is data plus CP. 

Table 3.2: Ideal vs. calculated SNR for second-part of proposed technique 

(Ideal) (Calculated) 
Signal power= P.,., 

p.Nsub Pss = p{2(Nsub +I subCP )} - p.l subCP = p.Nsub 

Noise Power= PNN -2 
erN .Nsub p _·2('1/ I ) ·21 _•2 I NN - CT N I sub + subCP - cr N subCP - CT N .i\ sub 

SNRsub PSSIPNN pss/PNN 
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The methodology and parameters to perform simulation of proposed front-end based 

SNR estimation technique is discussed in the chapter 4. The proposed SNR estimation 

technique is of In-service type SNR estimator. There is no throughput penalty as the 

proposed technique makes use of synchronization preamble which is already employed in 

OFDM systems and another advantage of the proposed technique is that it generally 

works with both white noise as well as colored noise scenario. 

According to the best knowledge of author this is the first SNR estimation technique for 

multicarrier systems like OFDM systems which performs SNR estimation at the front­

end of the receiver. Previously, there is only one SNR estimation technique which 

performs SNR estimation at the front-end of the receiver proposed by Nidal [Nidal, 2007] 

for single carriers systems using A WGN channel. 

3.3 Methodology for Analyzing Various SNR Estimators 

In the last section we discussed the formulation of proposed SNR estimation in OFDM 

systems. The proposed SNR estimator performed SNR estimation at the front-end of the 

receiver unlike Reddy SNR estimator and subspace SNR estimator discusses in chapter 2 

and used later for comparison. The completion of estimator's formulation now set the 

stage to define the methodology and parameters of developed SNR estimators to perform 

the simulations. The performance results when using the proposed SNR estimation 

technique will be obtained and discussed in the next chapter. 

The methodology and the parameters needed for the simulations of the SNR estimators 

(Reddy estimator, Subspace estimator & Proposed front-end estimator) used in this thesis 

will be discussed in the next section. 

3.3.1 Methodology for Analyzing Reddy's SNR Estimator 

The methodology of the Reddy's estimator developed in Matlab® is depicted in Fig.3.1 0. 

An OFDM system with 256 sub-carriers is considered as shown in Fig.3.11. After the 
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addition the cyclic prefix of length 64, IFFT is performed and the signal is then passed 

through the channel. At the receiver side cyclic prefix is removed and FFT is performed 

to convert the signal back into its original transform. SNR estimation is performed after 

the FFT process. Other parameters for this technique are shown in Table 3.3. The flow 

chart in Fig.3.12 shows how this technique works to get the SNR estimates. 8 Pilot (x­

pilot) symbols are inserted in each OFDM block transmission. Channel frequency 

response (His) is computed from the pilot symbols for the transmitted signal (x-pilot) 

and the received signal (y-pilot) as discussed in the last chapter. Each of these pilot 

symbols are vectors of size 8x I, which is the number of pilots inserted in the OFDM 

symbol. 

I I ·I I 
256 320 

OFDM 
{. 

IFFT 
t. Add CP 

Signal I 7 • 11 

256 

Multipath 
Channel 

( r"' AWGN 

\.. v Channel 

256 
320 

256 v 
OFDM FFT / Remove __.!. 

Demodulator It 
/ CP 

I 

Reddy's SNR 
Estimator 

Fig. 3.10 Methodology of Reddy's SNR Estimator 
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Data Sl!OCan'iers DC subcanier Pilot Subcrurie:rs 

• 

Fig. 3.11 OFDM Signal in frequency domain (IEEE802.16d standard) 

Table3.3. Parameters for OFDM Systems Simulation 

Nffi size (N) 256 

Nused( data carrier= 192 & Pilot Carrier= 8) 200 

Sampling Frequency (Fs) 20M Hz. 

Number of Lower frequency guard subcarriers 28 

Number of Higher frequency guard subcarriers 27 

Subcarrier Spacing ( f'...j =Fs/NJJJ lxl0 5 

Useful Symbol Time (Tb=IID.f) I X 10-5 

Guard Interval (G) !_(N ) 

" 
CP Time (Tg=G*Tb) 2.5 X JQ-6 

OFDM Symbol Time (Ts = Tb + Tg) 1.25 X 10-5 
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3.3.2 Methodology for Analyzing Subspace Based SNR Estimator 

The methodology of the subspace base estimator developed in Matlab® is depicted in 

Fig.3.13. An OFDM system with the same parameters as discussed in Reddy's estimator 

is considered. Subspace based estimator also performs the SNR estimation at the back 

end of the receiver. The flow chart in Fig.3.14 shows how this technique works to get the 

SNR estimates. 8 Pilot (x-pilot) symbols are inserted in each OFDM block transmission. 

Subspace based estimator accepts the same two inputs (x-pilot & y-pilot) as the Reddy's 

estimator, which is used to compute the moving average correlation matrix estimate. The 

window size of the moving average, which is specified by K in eq.2.26 for minimum 

descriptive length (MDL) criteria is set to be equal to I 0 in the results obtained as this is 

the suggested size by [Xiaodong et al, 2005]. The subspace estimator then continues to 

I I ·I I 
256 320 

OFDM t. IFFT t. Add CP 
Signal I I • 7 

256 

Multi path 
Channel 

' 
1--, AWGN 

\ 'J Channel 

256 
320 

256 / 
OFDM FFT I Remove -

Demodulator v I CP 
I 

Subspace SNR 
estimator 

Fig.3.13 Methodology of subspace based SNR estimator 
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compute the eigenvalues which are used to compute total estimated number of 

multipath (L). This value of signal path which is calculated to be one for A WGN 

channel is used to compute the channel power using the eigenvalues. The remaining M­

L eigenvalues are used to compute the noise power. 

l 
Observed Signal Subspace Containing 

Channel Correlation matrix (R) and 

dimensions of signal subspace (L). 

l 
Compute Moving Average Estimates of 

Correlation matrix ( R ) 

l 
Estimate the Current Dimensions of the 

signal subspace using MDL criteria 

l 
Number of estimated multi path ( i) 

l 
Simulation halted 

l 
Compute Noise Power 

and 
Channel Power 

l 
Estimated SNR Values Output to Matlab 

Workspace 

Plot SNR-NMSE vs SNR 

Fig. 3.14 Flow chart of subspace estimator 
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Simulation results of subspace based SNR estimator for (30 OFDM symbols) are used for 

comparison with proposed SNR estimator and will be shown in the next results & 

discussion chapter. The comparison is performed in terms of normalized mean squared 

error (NMSE) and estimated SNR. 

3.3.3 Methodology for Analyzing Proposed Front-End SNR Estimator 

The methodology of proposed front-end SNR estimator is divided in to two parts. In the 

first part methodology of proposed SNR estimation technique for white noise is 

discussed. The proposed technique is extended for SNR estimation of colored noise using 

wavelet packet and methodology of SNR estimator for colored noise is discussed in 

second part. 

3.3.3.1: First Part: For Multipath Channels With A WGN 

The methodology of proposed SNR estimator is shown in Fig.3.15. An OFDM based 

system is considered with parameters as shown in Table 3.4 and Table 3.5. The proposed 

estimator is based on one OFDM preamble signal and performed SNR estimation at the 

front-end of the receiver unlike Reddy estimator and subspace estimator. The 

synchronization OFDM preamble-the preamble which has two identical halves property 

as shown in Fig.3.16, is obtained by loading constellation (QPSK) points with a PN 

sequence ( Pseq) at even sub-carriers. For simulations, the parameters are calculated using 

WiMAX standard (IEEE802.16, 2004) for 256 bit ling data and Wi-Fi (IEEE802.11 a) for 

64 bit long data. Cyclic prefix is chosen l4 of the original data. OFDM training data sent 

from the transmitter. After the addition the cyclic prefix, IFFT is performed and the 

signal is then passed through the channel. Autocorrelation is performed on the received 

signal at the front-end of the receiver. Estimates of the signal power and the noise power 

are estimated from the autocorrelation results. The flow chart in Fig.3. I 7 shows how this 

technique works to get the SNR estimates. 
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Simulation results of proposed front-end SNR estimator for A WGN and multi path 

channels (Rayleigh, Rician, SUI channel and indoor channel models), using only one 

OFDM preamble, are used for comparison with Reddy's estimator and subspace based 

SNR estimator and will be shown in the next results & discussion chapter. The 

comparison is performed In terms of normalized mean squared error (NMSE) and 

estimated SNR. 

Training IFFT Add CP 
Symbol f-

L. b AWGN 
\.. v Channel 

OFDM FFT Remove ... Proposed SN R 
Demodulator CP estimator 

Fig 3.15: Methodology of first part of proposed technique. 

CP 

1 N/2 N 

Fig. 3.16: OFDM Preamble symbol with cyclic prefix. 
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Table 3.4. Parameters of proposed Technique for first part (IEEE80Z.I6, 2004) 

Nfft size (N) 256 

Nused 200 

Sampling Frequency (Fs) 20MHz. 

Number of Lower frequency guard subcarriers 28 

Number of Higher frequency guard subcarriers 27 

Subcarrier Spacing ( /j.f =Fs!NJJJ I X 10 5 

Useful Symbol Time (Tb=lll:lf) I X 10-5 

Guard Interval (G) !__ (N ) 
' 

CP Time (Tg=G*Tb) 2.5 X (0-{j 

OFDM Symbol Time (Ts = Tb + Tg) 1.25 x 1 o-5 

Table 3.5. Parameters of proposed Technique for first part (IEEE802.Jia) 

Nfft size (N) 64 

Nused 52 

Sampling Frequency (Fs) 20M Hz. 

Subcarrier Spacing ( /j.f =Fs!NJJJ 0.3125x 106 

IFFT period (Tb = 1 I t!.f) 3.2x/0-6 

Guard Interval (G) !__ (N ) 

' 
CP Time (Tg=G*Tb) O.Sx/0-6 

OFDM Symbol Time (Ts = Tb + Tg) 4x 10-6 

70 



CHAPTER 3: FRONT-END SNR ESTIMATION TECHNIQUE FOR OFDM SYSTEMS 

Start 

Performed Autocorrelation on the 

received signal 

Simulation halted 

Compute Average of Autocorrelation 

Based Signal Power Estimates ( P ss) 

Compute Average of Autocorrelation Based 

Noise Power Estimates (D-~) 

~ 
Estimated SNR Values Output to Matlab 

Workspace 

Plot SNR-NMSE vs SNR 

Fig.3.17 Flow chart of Proposed SNR estimation technique for white noise 

3.3.3.2: Second part: For Multipath Channel With Colored Noise using 

Wavelet Packet Filter Banks. 

The methodology of proposed SNR estimator is shown in Fig.3.18. For the second part of 

our proposed technique; An OFDM system, which takes into account the color and 
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variation of noise statistics over OFDM sub-carriers, is considered. Unlike first part, the 

received signal at front end of the receiver, is divided into several sub-bands using 

wavelet packet and noise in each sub-band is considered white. Other parameters used are 

shown in Table 3.6. The Proposed estimator provides many local estimates, allowing 

tracking of the variation of the noise statistics across OFDM sub-carriers, which are 

particularly of use in sub-band adaptive modulation OFDM systems. Autocorrelation is 

performed on each received sub-band signal at the front-end of the receiver. Estimates of 

the signal power and the noise power in each sub-band are estimated from the 

autocorrelation results of each sub-band. Then SNR is estimated within each of the sub­

band (local estimates of SNR values) and these local SNR values are averaged over all 

OFDM data to get global estimates of the SNR. The flow chart in Fig.3.19 shows how 

this technique works to get the SNR estimates. 

Rx 

D 
I 

Wavelet Packet 

Decomposition 

SNR Estimation 

Wavelet Packet 

Reconstruction 

OFDM Demodulator I 

Fig.4.18. Methodology of Proposed SNR estimation technique for colored noise 
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Table 3.6: Parameters for Second-Part of proposed technique 

lift size 256 

Nused (preamble on even sub-carriers) 200 

Sampling Frequency (Fs) 20M l-Iz. 

Number of Lower frequency guard subcarriers 28 

Number of Higher frequency guard subcarriers 27 

CPTime =Tg=G*Th where G = 1/4 2.5x 10-6 

OFDM Symbol Time = Ts=Tb+Tg 1.25 X 10-5 

T.,=~·T .. (Because Y.. CP makes the sampling 
1.5625 X 10-5 

faster by 5/4 times) 

T .wb = ry;; 
16 9. 7656 X 10-7 

Wavelet Packet Object Structure 

Wavelet Decomposition Command: wpt = wpdec(data,4, 'dbJ') , 
Size of initial data . {I 320} 
Order :2 
Depth :4 
Terminal nodes : {15 16 17 18 19 20 21 22 23 24 25 26 27 

28 29 30} 

--------------------------------------------------
Wavelet Name : db3 
Entropy Name :Shannon 

Simulation results of proposed front-end SNR estimator for colored noise (using only one 

OFDM preamble) is used for comparison with Reddy's estimator and will be shown in 

the next results & discussion chapter. The comparison is performed in terms of 

normalized mean squared error (NMSE) and estimated SNR. 
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( Start 

Wavelet Packet Decomposition of 

Received Signal into Sub-bands 

Performed Autocorrelation on Each Sub-

band received signal 

Simulation halted 

Compute Average of Autocorrelation Based 
Signal Power Estimates of Each Sub-band 

" ( P,,,,) 

Compute Average of Autocorrelation Based 
Noise Power Estimates of each sub-band 

"] 

( 0' N ) 

! 
Performed Averaging over all Sub-bands to 

get global (over all OFDM) SNR estimates 

Plot SNR-NMSE vs SNR 

Fig.3.19 Flow chart of Proposed Front-End SNR estimator for Colored noise 
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3.4 Summary 

In this chapter, formulation of Reddy estimator, sub-space estimator and our proposed 

front-end noise power and SNR estimator technique for OFDM wireless systems is 

presented. Reddy SNR estimator and subspace based SNR estimator are back end 

estimators unlike proposed SNR estimator in which SNR estimation is performed at 

front-end of the receiver. In the first part of proposed technique noise is assumed to be 

white and SNR estimation is done over all OFDM symbol. In the second part the 

assumption of the noise to be white is removed. Also, variation of the noise power across 

OFDM sub-carriers is allowed. Therefore, the proposed approach estimates both local 

(within smaller sets of subcarriers) and global (over all sub- carriers) SNR values. The 

short term local estimates calculate the noise power variation across OFDM sub-carriers. 

These estimates are specifically very useful for adaptive modulation, and optimal soft 

value calculation for improving channel decoder performance. Methodology and the 

parameters of Reddy estimator, Sub-space estimator and proposed front-end SNR 

estimator technique for OFDM wireless systems are presented. Reddy SNR estimator and 

subspace based SNR estimator are back end estimators unlike proposed SNR estimator in 

which SNR estimation is performed at front-end of the receiver. Reddy and subspace 

makes use of pilot symbol for their SNR estimation technique unlike proposed SNR 

estimator. All estimators discussed in this chapter are using the same parameters to 

provide a fare comparison of proposed SNR technique. To show the generality of 

proposed technique, designed methodology is also checked with parameters of Wi-Fi 

(IEEE802.11 a) and WiMAX (IEEE802.16, 2004). 

In Appendix 8 (FFT based on Wavelet Packet and its application to SNR estimation), it 

can be shown that, if FFT is built using Wavelet Packet algorithm, then for no extra cost, 

SNR estimates can be obtained inside FFT block after CP has been removed. 
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CHAPTER 

4 
RESULTS & DISCUSSION 

4.1 Introduction 

The development and methodology of a novel front-end noise power and SNR estimation 

technique for A WGN channel in OFDM systems has been described in the last chapter. 

The technique is also extended to obtaining noise power estimates of colored noise using 

wavelet-packet based filter bank analysis of the noise. This technique is very useful in 

obtaining the best SNR estimates that are made use of in optimal deployment of OFDM. 

OFDM technology requires knowledge of the SNR for optimal performance. For 

instance, in OFDM systems, SNR estimation is used for power control, adaptive coding 

and modulation, turbo decoding etc. 

In this chapter, we present results of the proposed front-end noise power and SNR 

estimation technique for white noise and for colored noise. In order to benchmark the 

proposed noise power and SNR estimation technique, a complete end-to-end fixed­

broadband-wireless-access-system based on IEEE802.16d simulation has been developed 

in chapter 3. The simulations are conducted in both frequency non-dispersive and 

dispersive channels with real additive white Gaussian noise (A WGN) and also colored 

notse. 

The results of SNR estimation technique for A WGN in OFDM systems are shown in 

section 4.2 and compared with other techniques in terms of normalized mean squared 
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error (NMSE) and estimated SNR. In section 4.3, the results of SNR estimation 

technique for colored noise using wavelet-packet in OFDM systems are shown and 

compared with previous techniques in terms of mean squared error (MSE) and estimated 

SNR. 

4.2 Analysis Results of SNR Estimation Technique for Multipath 

Channels With A WGN in OFDM Systems 

As depicted in chapter 3 on methodology, the proposed SNR estimation technique is 

hereby evaluated in terms of following criteria. 

I. Performance Evaluation: This criterion is to establish how good an estimate the 

technique can provide. Towards this end, we provide comparison of estimated SNR 

with actual SNR and we also provide normalized mean squared error (NMSE) 

between actual SNR and estimated SNR at various SNR levels for our technique as 

well as other techniques. We extend this to predict the performance under various 

channel conditions. Furthermore, we extend the technique to perform even in 

colored noise, and evaluate its performance. 

2. Computational Complexity: Towards this end, we compute the number of 

multiplications needed to get the SNR estimate and compare that with other 

techniques. 

3. Sensitivity Analysis: Towards this end, we analyze which parameter our technique 

is more sensitive to. 

4.2.1 Performance Evaluation 

For fixed broadband wireless access systems characterized by IEEE802.16d, OFDM 

training I synchronization data of length N=256 is sent from the transmitter (Tx) where 

The cyclic prefix length is chosen as lcp=64, so that NroroF320. The other parameters for 

the simulations are given in Table 3.3 of chapter 3. The proposed SNR estimator is 
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compared with two existing SNR estimators, the Reddy estimator [Reddy et al, 2003] 

and Subspace based estimator [Xiaodong et al, 2005] in terms of normalized mean 

squared error (NMSE) and estimated SNR. SNR is varied from I dB to 16 dB and the 

normalized mean-squared error (NMSE) is derived for the estimated SNR. In order to 

statistically accurate, mean is obtained over 2000 samples according to the following 

formula 

NMSE =_1_2~0(SNR-SNR / 
2000 m=l SNR 

(4.1) 

The NMSE results shows that proposed estimator with one OFDM symbol performs 

better than both Reddy's and subspace estimator which gives accurate SNR estimates 

after an observation interval of 20 OFDM symbols. The performance of proposed 

estimator (using one OFDM symbol) is compared with Reddy estimator (using 30 OFDM 

symbols) and subspace estimator (using 30 OFDM symbols). The performance is 

evaluated via computer simulations using A WGN channel. The results are shown in the 

Fig 4.1 and Fig 4.2 for SNR-NMSE vs. SNRdB and estimated SNR vs. actual SNRdB. 

Results shows that the proposed estimator provides enhanced performance in SNR 

estimation as compared to Reddy and subspace estimators. 

The proposed estimator also performs well with other multipath channels (Rayleigh, 

rician, SUI channels, indoor channel models). The simulations are performed using this 

multi path channel with different number of taps and results are shown in Figs.4.3 to 4.30. 

Description of multi path taps used by our technique are given in Table 4.1. It is observed 

that the performance of proposed estimator is good in terms of NMSE and estimated 

values of SNR. The results of SUI channels and indoor channel models shows that the 

proposed technique also performs better estimation of SNR for Wi-Fi (IEEE802.11 a) and 

WiMAX (IEEE802.16, 2004) systems. 

In WiMAX (IEEE802.16, 2004) systems, the channel is modeled by the 6 SUI multipath 

channels with additive white Gaussian noise (A WGN) added to the time samples [Erceg 
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et al, 2003]. The 6 channels model the typical channels for 3 types of terrains. Terrain 

type A is hilly terrain with moderate-to-heavy tree densities while type C is flat terrain 

with light tree densities. Terrain type B is intermediate between type A and terrain type C. 

Table4.2 shows the terrain type and corresponding SUI channels that represent them. 

Table 4.3 shows the description of SUI channels used in our simulations. 

It is also seen that the performance of proposed estimator is good with Wi-Fi systems 

(IEEE802.11 a) with indoor channel models of I 0 taps. Values of taps are taken from the 

indoor channel models developed by Zhao [Zhao, 2004]. Description of these channel 

models are given in Table 4.4. 

Table 4.1: Description of Rayleigh and Rician channel 

Taps for Rayleigh Channel & Rician Channel Unit 

Delay 0 1.5 3.2 1.1 sec 

"' c. Power 0 -15 -30 dB 0: 
E-< 

I 
!") K-Factor I 0 ( K=O for Raleigh channel) 

Delay 0 1.5 3.2 4.5 6 1.1 sec 

"' c. Power 0 -15 -25 -35 -45 dB 0: 
E-< 

I 
on K-Factor I 0 ( K=O for Raleigh channel) 

Delay 0 1.5 3.2 4.5 6 7.5 10 13 16 19 1.1 sec 
"' c. 
0: Power 0 -5 -I 0 -15 -20 -30 -45 -60 -70 -80 dB 

E-< 
I 

0 .... K-Factor 5 ( K=O for Raleigh channel) 

Table 4.2: Terrain types and corresponding SUI channels 

Terrain Type SUI-Channels 

c SUI-I, SUI-2 

B SUI-3, SUI-4 

A SUI-5, SUI-6 
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Table 4.3: Description of SUI channels 

Tapl Tap2 Tap3 Unit 

Delay 0 0.4 0.9 1.1 sec -I Power 0 -32 dB - -21 ~ 
rJJ 

K-Factor 16 

Delay 0 0.4 1.1 1.1 sec 
N 

Power I 

0 -18 -27 dB -0 
rJJ 

K-Factor 8 

Delay 0 0.4 0.9 1.1 sec 
r'l 

Power I 

0 -I I -22 dB -~ 
rJJ 

K-Factor 3 

Delay 0 1.5 4 1.1 sec .., 
I Power -I 0 -20 dB - 0 ~ 

rJJ 
K-Factor I 

Delay 0 4 10 1.1 sec 
on 

I Power 0 -I I -22 dB -~ 
rJJ 

K-Factor 2 

Delay 0 14 20 1.1 sec 
\CI 

I Power 26 dB - 0 -16 ~ 
rJJ 

K-Factor 2 

Table 4.4: Description of Indoor channel models for Wi-Fi 

10 Taps for Indoor Channel Models Unit 

Delay 0 10 20 30 40 50 70 90 II 0 130 n-sec 

power 0 -1.8 -3.8 -4.4 -5 -6 -I 0 -I 1.8 -13 -15 dB 

K-Factor 10 
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4.2.1.1 Comparison with Other Techniques 

In Fig. 4.1 is shown the normalized mean squared error between estimated SNR and 

actual SNR (SNR-NMSE) plotted against actual SNR. These results are compared with 

those of Reddy and subspace. 

It can be seen from the Fig.4.1, that the proposed technique has very small NMSE error 

as compared to Reddy and Subspace. The proposed estimator makes use of only one 

OFDM symbol unlike Reddy and subspace method which are using 30 OFDM symbols. 

It is observed that the rise in NMSE at small SNR is due to window effect of the system. 

In Fig 4.2 estimated SNR is plotted against actual SNR and compared with Reddy's and 

subspace techniques. 

It is clear from the plot that the proposed estimator gives SNR estimates that have very 

small bias and are very close to actual SNR value. It is observed that Reddy's technique 

and subspace technique have more bias in their estimates as compared to our proposed 

technique. 
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4.2.1.2 Performance over A WGN, Rayleigh and Rician 

In Fig. 4.4 is shown the SNR-NMSE is plotted against actual SNR using A WGN channel. 

It can be seen from the Fig.4.4, that the proposed technique has very small NMSE error. 

It is observed that the rise in NMSE at small SNR is due to window effect of the system. 

In Fig. 4.5 estimated SNR is plotted against actual SNR for A WGN channel. It can be 

seen that the SNR estimates are very less bias and are very close to the actual SNR. 

Fig. 4.6 to Fig. 4.1 7 performance over Rayleigh and Rician channel for 3 taps, 5 taps and 

I 0 taps, is shown in terms of SNR-NMSE and estimated SNR. The description of 

Rayleigh and Rician channels is shown in Table 4.1. 

It can be seen from the figures, that the proposed technique perform well with Rayleigh 

and Rician multipath channels and has very small NMSE error. The NMSE is 

consistently seen to be more for low SNRs. The error could be due to the finite size of the 

data-window or equivalently, bandwidth window. The effect of finite width window is 

seen in Fig. 4.3 where autocorrelation of A WGN over the same bandwidth is plotted. As 

can be seen from figure, the autocorrelation is not zero at delays r * 0. These non zeros 

values can corrupt the measurement of peaks and cause error. 

It also can be seen from these figures that the SNR estimates have very small bias and are 

very close to the actual SNR. 
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Fig.4.5 Estimated SNR vs. Actual SNR with A WGN channel 
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Fig.4.9 Estimated SNR vs. Actual SNR with Rayleigh 5-Tap channel 
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Fig.4.11 Estimated SNR vs. Actual SNR with Rayleigh 10-Tap channel 
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Fig.4.12 SNR-NMSE vs. actual SNR with Rician 3-Tap channel 
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Fig.4.13 Estimated SNR vs. Actual SNR with Rician 3-Tap channel 
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Fig.4.14 SNR-NMSE vs. actual SNR with Rician 5-Tap channel 
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Fig.4.15 Estimated SNR vs. Actual SNR with Rician 5-Tap channel 
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Fig.4.16 SNR-NMSE vs. actual SNR with Rician 10-Tap channel 
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Fig.4.17 Estimated SNR vs. Actual SNR with Rician 10-Tap channel 

4.2.1.3 Performance over SUI Multipath Channels 

Fig 4.18 to Fig 4.29 performance over SUI multipath channel for 3 taps is shown if) terms 

of SNR-NMSE and estimated SNR. The description of SUI multi path channels is shoo/n 

in Table 4.3. 

It can be seen from the Fig 4.18 to Fig 4.29, that the proposed technique perform W!'!ll 
I 

with SUI multipath channels and have very small NMSE error. It is observed that the rjse 

in NMSE at small SNR is due to window effect of the system. 

It also can be seen from these figures that the SNR estimates have very sm~ll bjas a_nd 

have very close to the actual SNR. 
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Fig.4.18 SNR NMSE vs. actual SNR with SUI-I Channel 
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Fig.4.19 Estimated SNR vs. Actual SNR with SUI-I Channel 
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Fig.4.23 Estimated SNR vs. Actual SNR with SUI-3 Channel 
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Fig.4.24 SNR NMSE vs. actual SNR with SUI-4 Channel 
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Fig.4.25 Estimated SNR vs. Actual SNR with SUI-4 Channel 
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SUI-5 Channel 
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Fig-4.26 SNR NMSE vs. actual SNR with SUI-5 Channel 
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Fig-4.27 Estimated SNR vs. Actual SNR with SUI-5 Channel 
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SUI-6 Channel 
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Fig.4.28 SNR NMSE vs. actual SNR with SUI-6 Channel 
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Fig.4.29 Estimated SNR vs. Actual SNR with SUI-6 Channel 
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4.2.1.4 Performance over Indoor Channel Model for Wi-Fi 

In Fig 4.30 is shown the SNR NMSE is plotted against actual SNR using indoor channel 

models with I 0 taps. Description of indoor channel models is shown in Table 4.4. 

It can be seen from the Fig.4.30, that the proposed technique has very small NMSE error. 

It is observed that the rise in NMSE at small SNR is due to window effect of the system. 

In Fig 4.31 estimated SNR is plotted against actual SNR. It can be seen that the estimates 

of SNR have very small bias and are very close to the actual SNR. 
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Indoor Ric ian channel model for IEEE802.11 a with 10 Taps 
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Fig. 4.30 SNR-NMSE vs. Actual SNR for IEEE802.lla 

Indoor Rician Channel model for IEEE802.11 a with 10 Taps 
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Fig.4.31 Estimated SNR vs. Actual SNR for IEEE802.lla 
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4.2.2 Computational Complexity 

The proposed estimator has relatively low computational complexity because this is 

unlike other techniques is able to estimate the SNR from only one OFDM preamble 

signal. Incidentally the preamble used for the proposed technique is of OFDM systems. 

As we know, in systems which already employ training sequences for equalization or 

synchronization, there is no additional throughput penalty and those same known 

sequences could be used to maximize the performance of a DA-SNR estimator. 

The proposed technique stipulates autocorrelation to estimate SNR. Autocorrelation on 

the received preamble at front end of the receiver and gives rise to two peaks because of 

two identical halves property of preamble. The signal power is obtained first and noise 

power later by subtracting the signal power from the magnitude of zero-lag peak. As 

discussed in detail in chapter 3 that at zero-lag, autocorrelation contains the signal power 

estimate as well as noise power estimate indistinguishable from each other. 

Computational load comes primarily from computing autocorrelation. For an N point 

long preamble, the autocorrelation ( ~::Xn.x(n+m)) requires 2N3 multiplications and 2N2 

n 

additions. 

Subspace estimator has relatively large complexity as compared to proposed estimator. 

First and foremost, it performs SNR estimation after 30 OFDM symbols beside FFT 

unlike proposed technique. FFT is the heart of OFDM systems and very complex due to 

large amount of multiplications. Subspace estimator gives better SNR estimates only after 

20 OFDM symbols. It is based on an eigenvector decomposition of the estimated channel 

correlation matrix. To track the time variation of the SNR, it forms a moving average of 

the correlation matrix from the K most recent observation matrix, where K is the 

observed subspace which contains both the channel power and noise power. Minimum 

descriptive length (MDL) criteria is used to find the number of multipath (L) which 

contains signal subspace and the noise subspace. It is observed that subspace method is 
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quite complex as it makes use of many calculations and many OFDM symbols to give 

accurate SNR estimates. To perform comparison of this technique with our proposed 

technique, we used 30 OFDM symbol for subspace method vs. One OFDM preamble for 

proposed estimator. The comparison results shown that the proposed technique performs 

better SNR estimation than subspace estimator. 

Reddy estimator has also relatively large computational complexity as compared to 

proposed estimator. Like subspace method it also perform SNR estimation after FFT. It 

also gives better SNR estimated with more than 30 OFDM symbols. Averaging window 

is used to perform averaging across several OFDM symbols as well as across OFDM 

subcarriers. Due to averaging over large number of OFDM symbols it becomes complex 

as compared to proposed estimator which makes use of only one OFDM symbol to 

perform SNR estimation. 

Complexity of the SNR estimators discussed above is summarized in the Table 4.5 

below. It can be seen that the proposed SNR estimator is computationally less complex to 

perform SNR estimation. The proposed technique needs only one OFDM preamble to 

find good SNR estimates as compared to Reddy and subspace which uses 30 OFDM 

symbols to get good SNR estimates. Reddy and subspace estimators has big complexity 

because of averaging over so many OFDM symbols and also it makes use of many long 

and complex calculations to reach a better SNR estimate. Unlike Reddy and subspace 

estimators, the proposed estimator needs no channel frequency response to find noise 

power and signal power. 
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Table 4.5 Complexity comparison ofSNR estimators 

(a) Reddy SNR estimator (Pilot Based), Back-End Estimator 

FFT= Ym(k) = DF1{ym(n)} = LYm(n)e -Jlm%, complexity- N 3 

n 

" Ym(k} 
Channel Frequency Response= H m(k)= Sm(k) complexity "'N2 

Instantaneous Noise Power (N) = ~(m)(k)=!Yn(k) -Xn(k) Hn(k) 1

2 
complexity ""2N 

1\ 1 k 2 

Instantaneous Signal power= P(s,J) =k l:IYm(t~ complexity - N 
1=1 

Total complexity of Reddy's Estimator I . 3 comp ex1ty -30 N 

(where 30 shows the number of OFDM symbols used to get better SNR estimates after averaging over 
these OFDM symbols in both time and frequency domain) 

(b) Subspace SNR Estimator (Pilot Based), Back-End Estimator 

FFT= Ym(k) =DF~m(n)} = Um(n)e-j
2
m'j, complexity- ,y 3 

n 

L -j2Jr':..!.l_ 
H;n = Lh;(i,Ts).e NT 

Channel Frequency Response= 1=1 complexiry - N 

W pE(h 1 
H )W PH II/ = . hI I . ' comp ex1ty -N.-

Compute Moving Average Estimates of Correlation matrix 

• 1 m H 
R(m)=- l:;H;,p.H complexity- N 3 

k i=m-K+I I,p 

Estimate the Current Dimensions of the subspace using MDL criteria which gives the 

number of estimated multi path 'L 
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M 1\ XM-k) nA- I 
MDL(k) = -K (M -k) log i=k+l I complexity - N 4 

M + -k(2M-k)log(K) 
I 2 

-2: 1\ 

M -K i=k+JAi 

" L = arg mm MDL(k) k E {o. 1.2 ,M -I) 
k complexity - N 

Channel Power= ·' '['· . u.,=- LA;-L 
A1 i=l 

. ' l . u N complexity - N 

"2 I MA 
Noise Power = <7N=-- LAi 

" complexity- N 
M-L;=2+1 

4 
Total complexity of subspace estimator complexity - 30 N 

(where 30 shows the number ofOFDM symbols used to get better SNR estimates after averaging over 
these OFDM symbols in both time and frequency domain) 

(c) Proposed SNR Estimator (Preamble Based), Front-End Estimator 

Autocorrelation of received signal= Ryy(m)= R_0 (m)+ Rnn(m) 
3 

complexity - 2 N 

Total complexity of developed estimator= complexity -2 N 
3 

4.2.3 Sensitivity Analysis 

To analyze the sensitivity of developed estimator, we derive the estimated SNR with 

respect to correlation peaks at (L-N/2, L-N and L) that used to estimate the SNR. 

As we know, SNR estimated is 

• p 2R (L-N/)-R (L-N) 
SNR = - 0- = Y.Y /l Y.Y 

a~ Ryy(L)-2Ryy(L-~)-Ryy(L-N) 
(4.2) 
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To perform sensitivity analysis let us suppose that 

where, 

Xj = R yy (L- ~) 
X]= Ryy(L- N) 

XJ = Ryy (L) 

Any change in the estimated ( sfm) SNR is given by 

' ' ' 
aSNR aSNR aSNR 

11SN R = ---.11x 1+ .11x 2 + .11x 3 
ax/ ax2 ax] 

where 

asNR 
= 

2-x2 !x3 
ax/ x 3 -2+x2/x1 

asNR 
= 

2x11x2 -1 

ax/ x 3 !xx -2x11x2 +1 

asNR 
= 

2x 1!x3 -x2/x3 

ax/ 1-2x1!x3 +x2/x3 

(4.3) 

(4.4) 

(4.5) 

The parameter ofeq. 4.5 describe the sensitivity of estimated SNR as a function ofxl, x2 

and x3. The sensitivity of estimated SNR with respect to (L-N) peak, (L-N/2) peak and 

(L) peak is plotted against actual SNR value in Fig 4.32, Fig 4.33 and Fig 4.34. The SNR 

is varied from I dB to 16 dB. 
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Sensitivity of estimated SNR w.r.t (L-N) peak 
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Fig.4.32: Sensitivity of estimated SNR w.r.t. (L-N) peak 
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Fig.4.33 : Sensitivity of estimated SNR w.r.t. (L-N/2) peak 
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Sensitivity of estimated SNR w. r. t (L) peak 
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It is observed from the Fig. 4.32, Fig 4.33 and Fig. 4.34, that the estimated SNR is more 

sensitive to (L-N) peak and (L) peak. 
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In summary, the three criteria used for the search of good SNR estimator are: 

• Accuracy of SNR estimates 

• Minimum computational complexity 

• Easy to implement. 

The results show that the proposed estimator fulfill the criteria of good SNR estimator 

4.3 Analysis Results of SNR Estimation Technique for Multipath 

Channel with Colored Noise using Wavelet-Packet Transform in OFDM 

Systems 

The technique describe in section 4.2 is extended to obtaining noise power estimates of 

colored noise using wavelet-packet based filter bank analysis of the noise. The proposed 

technique is compared with Reddy's estimator for colored noise in OFDM system with 

parameters given in Table 3.4 as shown in chapter 3. SNR is varied from I dB to 20 dB 

for each sub-band and the mean-squared error (MSE) is derived for the estimated SNR 

from 2000 trials according to the following formula 

1 2000 A 

MSE=-- L {SNR(i)-SNR}
2 

2000 j;J 

(4.6) 

Figure 4.36 shows the mean-square-error performance of the proposed and conventional 

algorithms in colored noise. The mean-squared-error between the actual SNR and 

estimated SNR values in each sub-band are calculated and averaged. As can be seen the 

proposed algorithm performs much better than Reddy's SNR estimation. 

Fig.4.37 shows the plot of actual SNR vs. estimated SNR over all OFDM signal. SNR is 

estimated in each sub-band first than averaging over all sub-band is performed to get a 

global (over all sub-carriers) SNR estimates. 
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Therefore, the proposed approach estimates both local (within smaller sets of subcarriers) 

and global (over all sub-carriers) SNR values. The short term local estimates calculate the 

noise power variation across OFDM sub-carriers. These estimates are specifically very 

useful for adaptive modulation, and optimal soft value calculation for improving channel 

decoder performance. 

The results show that the proposed estimator gives better performance in SNR estimation 

as compared to Reddy estimator. 
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Comparison with Reddy's and Conventional method. 

-+--Reddy's estimator with 50-0FDM symbols 
-B-- Conventional Method 
----<>--Proposed Estimator with 1 OFDM symbol 
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Fig.4.36. Mean-square-error performance of the proposed technique with colored noise 
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Fig.4.37. Estimated SNR vs. Actual SNR with colored noise 
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4.3.1 Performance Comparisons of colored noise estimator 

Fig.4.36 shows that the proposed technique gives very accurate estimates of colored noise 

variation which is very useful for adaptive modulation. Proposed technique is compared 

with Reddy estimator for colored noise. From the results it can be shown that the 

proposed technique, with only one OFDM symbol, perform better than Reddy estimator 

which is using 50 OFDM symbols. The mean squared error of proposed technique is 

much lower than Reddy estimator. 

Fig.4.37 shows that the SNR estimates of colored noise using proposed technique is very 

close to the actual SNR values and has very small bias. 

4.4 Summary 

In this chapter, the results of proposed front-end noise power and SNR estimation 

technique for white noise as well as for colored noise are discussed. The simulations are 

conducted in both frequency non-dispersive and dispersive channels with real additive 

white Gaussian noise (A WGN) and also colored noise. The results of SNR estimation 

technique for A WGN in OFDM systems are presented and compared with previously 

techniques in terms of normalized mean squared error (NMSE) and estimated SNR. The 

results of SNR estimation technique for colored noise using wavelet-packet in OFDM 

systems are shown and compared with previous techniques in terms of mean squared 

error (MSE) and estimated SNR. The results show that the proposed technique gives 

better performance than previously published SNR estimators. It is observed that the 

proposed technique can estimate local statistics of the noise power when the noise is 

colored. The proposed estimator has relatively low computational complexity because it 

makes use of only one OFDM preamble signal to find the SNR estimates. The proposed 

estimator is fulfills the criteria of best SNR estimator because it is unbiased (or exhibits 

the smallest Bias) and has the smallest variance of SNR estimates as shown from results 

clearly. 
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CHAPTER 

5 CONCLUSION 

5.1 Introduction 

In the previous chapters, we have proposed an SNR estimation technique for OFDM 

systems and evaluated its performance. In this chapter, we conclude the entire work and 

suggest future work to further the research in this area. 

5.2 Conclusion 

In this thesis, a novel SNR estimation technique for OFDM is investigated. Most of the 

SNR estimation techniques discussed in chapter 2 are for single-carrier systems. There is 

not that much work conducted for OFDM systems. All the estimators discussed in the 

literature derive the symbol SNR estimates solely from the received signal at the output 

of the matched filter assuming intersymbol interference (IS I)-free output of the MF (the 

decision variable). However, in practice, multipath wireless communication gives rise to 

intersymbol interference, especially in indoor and urban areas. In these lSI dominated 

scenarios, SNR estimators that do not presume lSI-free reception are highly desirable. 

Thus, we are able to establish the motivation and build the foundation to the problem of 

SNR estimation with the aim of providing the most accurate SNR estimates at the front­

end of the receiver. 

Looking forward to evaluate and test the performance of our proposed SNR estimation, a 

complete end-to-end OFDM-FBWA system has been developed in Matlab® in both 
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frequency non-dispersive and dispersive channels with real additive white Gaussian noise 

(A WGN) and also with colored noise. 

To be able to estimate the SNR estimates at front-end of the receiver effectively, we have 

set ourselves 2 objectives - firstly to select the training signal called preamble which is 

already in use for OFDM systems, so there will be no extra overhead on the system to 

perform SNR estimation and secondly, to develop an improved SNR estimation 

technique with minimal estimation error in mean square error (MSE) and estimated SNR. 

We successfully developed an improved SNR estimation technique for OFDM systems. 

The SNR estimation technique, unlike others, performs noise power and SNR estimation 

at the front-end of the receiver. We have used the OFDM synchronization preamble for 

our SNR estimation technique so there would be no additional throughput penalty. The 

SNR estimation technique developed herein consists of two parts. In the first part, SNR 

estimation technique for A WGN channel has been developed. In the second part, the 

SNR estimation technique has been extended to include different noise power levels over 

the OFDM sub-carriers. The OFDM band has been divided into several sub-bands using 

wavelet packet and noise in each sub-band has considered white. The second-order 

statistics of the transmitted OFDM preamble has been calculated in each sub-band and 

the power of the noise has been estimated. Therefore, the proposed SNR estimation 

technique estimates both local (within smaller sets of subcarriers) and global (over all 

sub-carriers) SNR values. The short term local estimates provided the noise power 

variation across OFDM sub-carriers. When the noise is white, the developed SNR 

estimation technique works as good as the conventional noise power estimation schemes, 

showing the generality of the proposed method. We have obtained the simulation results 

for the proposed technique and compared them with those of previously published 

estimators for OFDM systems. These results show the superior performance of proposed 

SNR estimation technique in terms of accuracy of SNR estimates as measured by mean 

of mean squared error (MSE) and estimated SNR. 

I 12 



Chapter 6: CONCLUSION 

We have developed a novel front-end SNR estimation technique in OFDM systems based 

on one OFDM preamble that shows superior SNR estimation performance. This 

technique can be employed in practical OFDM systems. 

5.3 Suggested Future Works 

A possible extension of this work is to undertake the investigation of M IMO technique 

that enables separate and independent data streams to be transmitted simultaneously from 

different transmit antennas. This effectively increases the data rates without any 

expansion in bandwidth. 

The front-end based developed technique in this work can be used for efficient inline 

diversity combing. There are several techniques in wireless communication systems to 

combat, or even exploit, the detrimental effect of fading channels. The most popular 

technique is the diversity combining technique, where multiple replicas of the same 

signal are used to reduce the amount of fading. By coherently combining these multiple 

copies of the transmitted signal, this technique provides reliability of the communication 

link and offers a higher dynamic range. 

SNR estimation can be used to implement power control algorithms. In wireless 

communication systems, power control is applied to dynamically adjust the transmitted 

power according to some chosen criterion to meet the required SINR at the receiver. It 

represents a flexible tool for exploiting the degrees of freedom offered by the wireless 

channel. There are a variety of motivations behind the use of power control, including 

maintaining communication quality in the presence of fading and user mobility. 

It is also worthwhile to investigate the problem of adaptive modulation in OFDM systems 

where an intelligent algorithm controls the modulation and forward error correction code 

used based on prevailing SNR conditions. The performance of adaptive modulation 

depends directly on how well the channel SNR is estimated. The more accurate the 

estimation of the channel SNR is, the better the choice of modulation scheme becomes, 
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and the better the ability to exploit the variations in the wireless channel is. A higher data 

rate burst is used when the SNR is high and a more robust but lower data rate burst 

profile is used when the SNR is low. 

As we can see, there are many interesting and ground-breaking research work that can be 

undertaken as a follow-up to the work that we have done in OFDM systems. 
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APPENDIX 

A 

A.l Introduction 

WAVELET PACKETS 
AND WAVELET PACKET 

TRANSFORMS 

A wavelet decomposition or transform simply re-expresses a function in terms of the 

wavelet basis {rJ!ik.(fJ). This amounts to decomposing the function space L~ into a direct sum 

of orthogonal subspaces {l~;land choosing the combination of the orthonormal bases for 

W s as the orthonormal basis for L
1

. In the case of finite data with information up to a 

resolution level J, a wavelet transform performs a decomposition of the space V; into a 

direct sum of orthogonal subspaces 

(A. I) 

and the union of the bases of these subspaces forms a basis for the wavelet 

decomposition. This, of course, is by no means the only way to decompose the space L1 or 

V;. In this section we generalize the wavelet decomposition and introduce a whole family 

of orthonormal bases for function space. 

From multiresolution analysis, we know that gtven the basis functions {<PaCfJlof Vt, 

{<P(t- k)}and {rjl(t- k)) constitute an orthonormal basis for Vo and Wo, respectively, and 

Vt = Vo Ell Wo , where 

<P cfJ = .f2 L hk, <P (2 t- k) andrjl cfJ = .f2 L: gk.<P (2 1-k). (A.2) 
k. k. 
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So the V space can be decomposed into a direct sum of the two orthogonal subspaces 

defined by their basis functions given by the above two equations. This "splitting trick" 

or splitting algorithm can be used to decompose W spaces as well. For example, if we 

analogously define 

WJ (I) = .y2 2>k. If' (2 f - k) and W3 (I) = -¥2 Lt gk. If' (2 f - k), (A.3) 
k. k. 

then {wJ(t -k)) and {w3(t -k)) are orthonormal basis functions for the two subs paces whose 

direct sum is W1. In general, forn =0, I,···, we define a sequence of functions as follows: 

WJ • (I) = -¥2 Lt h.t. w. (2 f- k) 
k. 

and 

WJ >+I (I) = .y2 Lt gk. Wn (2 f- k). 
k. 

(A.4) 

(A.5) 

Clearly, setting n =0, we get wo(IJ = 'i(IJ, the scaling function, and n = 1 yields w1CIJ =If'(!), the 

mother wavelet. So far we have been using the combination of {'i(2it -k)) and {tf'(2it -k))to 

form a basis for V;, and now we have a whole sequence of functions w.(IJ at our disposal. 

Various combinations of these and their dilations and translations can give rise to various 

bases for the function space. So we have a whole collection of orthonormal bases 

generated from {w.(l)}. We call this collection a "library of wavelet packet bases", and the 

function of the a wavelet packet. 

Let us call the space formed by the basis {w._,·;.(l)}k. w._;; the following diagram illustrates 

the decomposition of the space woJ (i.e., V3) using wavelet packets. 
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Fig. A. I Wavelet packet decomposition 

Accordingly, a function x(t) expressed in terms of these orthogonal family of wavelet 

packets is as follows: 

00 

x(t) = L: 
i = --ctJ 

J 00 

L:a(i,j)B(t-i)+ L: 
j= 1 i=--<~> 

J 
L d(i, j)B(t- j) 
J=l 

Where a(i,j) are scaling coefficients atj scale and i delay and d(i,j) are details. 

(A.6) 

As an example, we look at the wavelet packets generated from the Haar filter. Since the 

Haar filter has ho = ht =I /Yi and using g" = (-1)" ht-1<. go= -gt =I /Yi we have 
' ' ' ' 

(A.7) 

and 

(A.8) 

with wo(t) the characteristic function on the unit interval. 

Using a pair of low-pass and high-pass filters to split a space corresponds to splitting the 

frequency content of a signal into roughly a low-frequency and a high-frequency 

component. In wavelet decomposition we leave the high-frequency part alone and keep 

splitting the low-frequency part. In wavelet packet decomposition, we can choose to split 
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the high-frequency part also into a low-frequency part and a high-frequency part. So in 

general, wavelet packet decomposition divides the frequency space into various parts and 

allows better frequency localization of signals. 

The transformation of data into wavelet packet basis presents no extra difficulties. We 

can simply do a convolution using filters hand gon the details (d{}as well as on the trend 

{Ji}. As in the wavelet transform, we can keep doing the decomposition until we cannot 

go any further. On the other hand, we can also choose not to decompose a particular 

subspace while decomposing others. So there are many choices for decomposing a signal. 

We can keep all the coefficients at all decomposition levels and generate a table of 

coefficients of wavelet packet decomposition. 

A.2 Matlab® Wavelet Toolbox 

The Wavelet Toolbox contains graphical tools and command line functions that let you 

examine and explore characteristics of individual wavelet packets Perform wavelet 

packet analysis of one- and two-dimensional data Use wavelet packets to compress and 

remove noise from signals and images This chapter takes you step-by-step through 

examples that teach you how to use the Wavelet Packet 1-D and Wavelet Packet 2-D 

graphical tools. The last section discusses how to transfer information from the graphical 

tools into your disk, and back again. Because of the inherent complexity of packing and 

unpacking complete wavelet packet decomposition tree structures, we recommend using 

the Wavelet Packet 1-D and Wavelet Packet 2-D graphical tools for performing 

exploratory analyses. The command line functions are also available and provide the 

same capabilities. However, it is most efficient to use the command line only for 

performing batch processing. 

A.3 Wavelet Packet 

The wavelet packet method is a generalization of wavelet decomposition that offers a 

richer signal analysis. Wavelet packet atoms are waveforms indexed by three naturally 

interpreted parameters: position, scale (as in wavelet decomposition), and frequency. For 

a given orthogonal wavelet function, we generate a library of bases called wavelet packet 
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bases. Each of these bases offers a particular way of coding signals, preserving global 

energy, and reconstructing exact features. The wavelet packets can be used for numerous 

expansions of a given signal. We then select the most suitable decomposition of a given 

signal with respect to an entropy-based criterion. 

There exist simple and efficient algorithms for both wavelet packet decomposition and 

optimal decomposition selection. We can then produce adaptive filtering algorithms with 

direct applications in optimal signal coding and data compression. 

A.4 from Wavelets to Wavelet Packets: Decomposing the Details 

In the orthogonal wavelet decomposition procedure, the generic step splits the 

approximation coefficients into two parts. After splitting we obtain a vector of 

approximation coefficients and a vector of detail coefficients, both at a coarser scale. The 

information lost between two successive approximations is captured in the detail 

coefficients. Then the next step consists of splitting the new approximations coefficient 

vector; successive details are never reanalyzed. 

In the corresponding wavelet packet situation, each detail coefficient vector is also 

decomposed into two parts using the same approach as in approximation vector splitting. 

This offers the richest analysis: the complete binary tree is produced as shown in the 

following figure. 

Fig.A.2: Wavelet Packet Decomposition Tree at Level 3 

The idea of this decomposition is to start from a scale-oriented decomposition, and then 

to analyze the obtained signals on frequency sub-bands. The wavelet packet functions 

and their purpose are shown in the following Tables A. I - A.4. 
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Table A.l: Analysis-Decomposition Functions. 

Function Name 
I 

Purpose I 

WQCOef I Wavelet packet coefficients 
, 

\'1/Qdec and r,.,rpdec? Full decomposition 

WQSQlt Decompose packet 
- --

Table A.2: Synthesis-Reconstruction Functions. 

' 
Function Name Purpose i 

! 
~ 

WQrcoef Reconstruct coefficients 1 

wprec and r,.,rprec? Full reconstruction 

WP]Oln Recompose packet 

Table A.3: Decomposition Structure Utilities. 

Function Name Purpose 

best tree Find best tree I 

be.stlevt Find best level tree 
, 

entruQd Update wavelet packets entropy 
, 

~ Get WPTREE object fields contents i 
, 

read Read values in WPTREE object fields , 

wenergy Entropy l 

WJ2'7Htree Extract wavelet tree from wavelet packet tree 

WJ2Cutree Cut wavelet packet tree 
.. ... -
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Table A.4: De-Noising and Compression. 

Function Name Purpose 
- _____j 

ddencm12 Default values for de-noising and compression ' 

- -- ~ 

w12bmoen Penalized threshold for wavelet packet de-noising i 
i 
~ 

Wf!dencml2 De-noising and compression using wavelet packets: 
- - . . -· --·-

Wf!thcoef Wavelet packets coefficients thresholding 
-

wthrmngr Threshold settings manager I 
I - ---

In the wavelet packet framework, compression and de-noising ideas are exactly the same 

as those developed in the wavelet framework. The only difference is that wavelet packets 

offer a more complex and flexible analysis, because in wavelet packet analysis, the 

details as well as the approximations are split as shown in Fig A.2. 

Single wavelet packet decomposition gives a lot of bases from which you can look for the 

best representation with respect to a design objective. This can be done by finding the 

"best tree" based on an entropy criterion. 

De-noising and compression are interesting applications of wavelet packet analysis. The 

Wavelet packet de-noising or compression procedure involves four steps: 

Stepl. Decomposition 

For a given wavelet, compute the wavelet packet decomposition of signal x at level N. 

Step2. Computation of the Best Tree 

For given entropy, compute the optimal wavelet packet tree. Of course, this step is 

optional. The graphical tools provide a Best Tree button for making this computation 

quick and easy. 
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Step3. Thresholding of Wavelet Packet Coefficients 

For each packet (except for the approximation), select a threshold and apply thresholding 

to coefficients. The graphical tools automatically provide an initial threshold based on 

balancing the amount of compression and retained energy. This threshold is a reasonable 

first approximation for most cases. However, in general you will have to refine your 

threshold by trial and error so as to optimize the results to fit your particular analysis and 

design criteria. The tools facilitate experimentation with different thresholds, and make it 

easy to alter the tradeoff between amount of compression and retained signal energy. 

Step4. Reconstruction 

Compute wavelet packet reconstruction based on the original approximation coefficients 

at level N and the modified coefficients. 
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APPENDIX 

B 

B.l Introduction 

IMPLEMENTATION OF FFT USING 
DISCRETE WAVELET PACKET 
TRANSFORM (DWPT) AND IT'S 

APPLICATION TO SNR ESTIMATION 
IN OFDM SYSTEMS 

In this chapter, wavelet packet based FFT and its application to SNR estimation is 

reported. OFDM systems demodulate data using FFT. The proposed solution computes 

the exact result, and its computational complexity is same order of FFT, i.e. 0 (Niog2 N). 

SNR estimation is done inside wavelet packet based FFT block unlike previous SNR 

estimations techniques which perform SNR estimation after FFT. Wavelet packet 

analyzed data is used to perform SNR estimation. The proposed estimator takes into 

consideration the different noise power levels over the OFDM sub-carriers. The OFDM 

band is divided into several sub-bands using wavelet packet and noise in each sub-band is 

considered white. The second-order statistics of the transmitted OFDM preamble are 

calculated in each sub-band and the power noise is estimated. The proposed estimator is 

compared with Reddy's estimator for colored noise in terms of mean squared error 

(MSE). 

Signal-to-noise ratio (SNR) is defined as the ratio of the desired signal power to the noise 

power. Noise variance and hence SNR estimates of the received signal are very important 

parameters for the channel quality control in communication systems. The search for a 

good SNR estimation technique is motivated by the fact that various algorithms require 

knowledge of the SNR for optimal performance [I, 2, 3, 4, 5]. For instance, in OFDM 
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systems, SNR estimation is used for power control, adaptive coding and modulation, 

turbo decoding etc. 

SNR estimation indicates the reliability of the link between the transmitter and receiver. 

In adaptive system, SNR estimation is commonly used for measuring the quality of the 

channel and accordingly changing the system parameters [6]. For example, if the 

measured channel quality is low, the transmitter may add some redundancy or complexity 

to the information bits (more powerful coding), or reduce the modulation level (better 

Euclidean distance), or increase the spreading rate (longer spreading code) for lower data 

rate transmission. Therefore, instead of implementing fixed information rate for all levels 

of channel quality, variable rates of information transfer can be used to maximize system 

resource utilization with high quality of user experience. 

Many SNR estimation algorithms have been suggested in the last ten years as discussed 

in chapter two of this thesis and successfully implemented in OFDM systems using the 

system pilot symbols. The essential requirement for an SNR estimator in OFDM system 

is of low computational load. This is in order to minimize hardware complexity as well as 

the computational time. 

In many SNR estimation techniques, noise is assumed to be uncorrelated or white. But, in 

wireless communication systems, where noise is mainly caused by a strong interferer, 

noise is colored in nature. 

OFDM demodulation uses discrete Fourier transform (OFT). An FFT (fast Fourier 

transform) is used to demodulate data. In this appendix, wavelet packet based FFT and its 

application to SNR estimation is presented. The proposed solution computes the exact 

result, and its computational complexity is same order of FFT, i.e. 0 (Niog2 N). 

The proposed SNR technique performs SNR estimation inside FFT unlike previous SNR 

estimators. SNR estimator for the colored noise in OFDM system is proposed. The 

algorithm is based on the two identical halves property of time synchronization preamble 

used in some OFDM systems. The OFDM band is divided into several sub-bands using 
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wavelet packet and noise in each sub-band is considered white. The second-order 

statistics of the transmitted OFDM preamble are calculated in each sub-band and the 

power noise is estimated. Therefore, the proposed approach estimates both local (within 

smaller sets of subcarriers) and global (over. all sub-carriers) SNR values. The short term 

local estimates calculate the noise power variation across OFDM sub-carriers. When the 

noise is white, the proposed algorithm works as good as the conventional noise power 

estimation schemes, showing the generality of the proposed method. 

The remainder of the appendix is organized as follows. In Section 8.2, the proposed 

FFT technique is presented. Section 8.3 provides the proposed SNR estimation. Section 

8.4 presents simulation results and discussion. Section 8.5 concludes the appendix. 

B.2. Proposed Wavelet Packet Based FFT (DWPT-FFT) 

The fundamental principle that the FFT is based upon is that of decomposing the 

computation of the discrete Fourier transform of a sequence of length N into successively 

smaller discrete Fourier transforms of the even and odd parts. In the proposed method the 

even -odd separation is replaced by wavelet packet decomposition. 

The block diagram of proposed DWPT-FFT is shown in Fig. I. The idea borrowed from 

Guo [7]. Wavelet packet based FFT first performs Wavelet Packet decomposition, 

followed by reduced size FFT and butterfly operation as shown in Fig.B.I. This can be 

extended so that WP analysis is 3 to 4 level analysis and FFT is N/4, N/8 or N/16 size 

FFT. Butterfly is appropriately designed. 

1-level Wavelet N/2 FFT r-- Butterfly Packet Analysis r--
I 

SNR Estimation 

Fig. B.! Block Diagram of DWPT-FFT 
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The wavelet packet based FFT (DWPT-FFT) shown in Fig 8.1 is represented by eq. 8.1. 

(8.1) 

where ANn,8N12,CNn and DN/2 are all diagonal matrices. In eq. 8.1, the values on the 

diagonal of AN12 and CN12 are the length-N OFT of' h, ' and the values on the diagonal of 

8N12 and DN/2 are the length-N OFT of' g. The factorization can be visualized as 

where we image the real part of OFT matrices, and the magnitude of the matrices for 

butterfly operations and the one-scale DWPT using Db3 wavelets. Clearly we can see 

that the twiddle factors have non-unit magnitude. 

The above factorization suggests a DWPT-FFT algorithm. The block Diagram of length 8 

algorithm is shown in Fig.8.2. Following this, the high pass and the low pass DWPT 

outputs go through separate length-4 OFT, then they are combined with butterfly 

operations. 

Same procedure in Fig.8.2 is iteratively applied to short length DFTs to get the full 

DWPT based FFT algorithm where the twiddle factors are the frequency wavelet filters. 

The detail of butterfly operations is shown in Fig.8.3 where 'i' belongs to {0, I, .... N/2-

I}. 
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Fig.B.2. Last stage of length 8 DWPT-FFT 

Fig.B.3.Butterfly operation in DWPT-FFT 

Wavelet packet allows a finer and adjustable resolution of frequencies at high frequency. 

Input data are first filtered by pair of filters h and g (low pass and high pass respectively) 

and then down sampled. The same analysis is further iterated on both low and high 

frequency bands as shown in Fig.B.4. 

FigB.4. Two-scale discrete wavelet packet transforms 
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For the DWPT based FFT algorithm, the computational complexity is also O(N log, N). 

However, the constant appears before N log2 N depends on the wavelet filters used. 

B.3. SNR Estimation inside FFT Block 

As discussed in chapter 3, the preamble used for timing synchronization is derived from 

alternate loading of subcarriers with PN-sequence modulated constellation as follows: 

p (k)={/2.P(m) 
even O 

k=2m m = 1,2,3 ......... N I 2 

otherwise (8.2) 

Here, P(m) is the PN sequence loaded onto even subcarriers taken from IEEE802.16d. 

The factor ../2 is related to the 3 dB boost and k shows the sub-carriers index. 

In actual practice, an OFDM signal is provided with a guard band on either side of its 

spectrum. Accordingly the data are not loaded on the sides. For example, for a typical 

IEEE802.16d signal of length 256 subcarriers vide, 28 carriers on either side are null 

carriers as shown in Fig.B.5. 

2 - ---· - -. ·- - -- ·- - -
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I- I IIIII 
111111 

IIIII II 

-
1.2 

0.6 

0.6 

0.4 I-

_I_ 111111111 
:_ > i - ~-·· - ·- -·· -·-·r - - -· -- --· -· --~. -· .. "26 2;6 

0.2 

Fig.B.S Preamble signal loaded on even subcarriers using PN sequence 
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Therefore for our purposes, eq.8.2 is rewritten as 

{

Ji.P(m) 

f'even (k) = ~ 
k=2m m=l5,16,17. ...... -QVI 2-14) 

m=l,2,3. .... 14 

m=NI2-13NI2-12, .... NJ2 (8.3) 

The corresponding time-domain preamble P(n), is obtained by Inverse discrete Fourier 

transform (IDFT) of Peven (k) as follows. 

p(n) = lDFT{Peven(k)} 

N-1 )21111% 
= L peven(k).e N 

k=O 
05,n5,N-l 

(8.4) 

Since Peven (k) has values only at even subcarriers, this can be seen from the properties of 

j2~r nm/ -nm 
e /N 12 (also written as W N ; 2 , where WN is the N-th root of unity). 

Fork= 2m, 

j2trn2m/ _ j2rrnm/ 
e /N - e /N/2 (8.5) 

So, for n = n + N/2 , 

j2rr(n+N 12)m/ 
e IN/2 

j2rrnm/ jbrm.N/7,/ 
= e IN/2 .e /N/2 

j2trnm/ 
= e IN/2 

(8.6) 

In other words 
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p(n) = p(n + N/2) (8.7) 

To avoid intersymbol interference (lSI) caused by multipath fading channels, cyclic 

prefix (CP) of length lcp is added so that the total length of OFDM data becomes Nrorat 

=N+lcp. It is assumed that the signal is transmitted over Rayleigh multipath fading 

channel characterized by 

L 
h(t,r) = L: ht(t)o (t- r 1 ) 

I= I 
(8.8) 

where h1 (t) are the different path complex gains, TJ are different path time delays, and L 

is the number of paths. h1 (t) are wide-sense stationary (WSS) narrow-band complex 

Gaussian processes. At the receiver side, with the assumption that the guard interval 

duration is longer than the channel maximum excess delay, the received OFDM data can 

be represented by 

y(n) = x(n) + n(n) (8.9) 

where 

x(n) = s (n) * h(n) 

* = Linear convolution 

s(n) = lOFT {S( K)} , S(K) are the constellation symbols, and S(n) is the transmitted signal 

in time-domain. 

n (n) = white Gaussian noise with variance a 2 
• 

h (n) = discretized version of impulse response of the system. 

B.3.1 Autocorrelation based SNR Estimator 

Wavelet Packet analyzed data becomes available for SNR estimation inside FFT block as 

shown in Fig.!. After removing cyclic prefix at receiver, OFDM data is divided into 2n 
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sub-bands using periodic wavelet packets where 'n' shows the number of levels. The 

length of each sub-band is Nsubfi/2". It inherits the two identical halves property of 

synchronization preamble. The noise in each sub-band is considered white. The system's 

parameters and the structure of wavelet packet used for the simulations are shown in table 

8.1. It makes use of two identical halves property of time synchronization preamble and 

relies on the autocorrelation of the same. From eq. 8.1 0, it can be shown that the 

autocorrelation function of the received signal, Ryy(m), has the following relationship to 

the autocorrelation of the data signal, Rxx(m) and the noise, RnnCm): 

R yy ( m ) = R xx ( m ) + R nn ( m ) (8.10) 

where 

Ryy (m) = L: y(n) y • (n + m) 
n 

• Rxx (m) = 2:: x(n) x (n + m) 
n 

Rnn (m) = 2:: n(n) n • (n + m) 
n 

The noise m the channel is modeled as additive white Gaussian noise and its 

autocorrelation function only has a value at a delay of m = 0 , with magnitude given by 

the noise variance ( u 2 
), expressed as 

R nn (m ) = u 2 0 (m ) (8.11) 

where o ( m) is the discreet delta sequence. 
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B.3.2 Signal Power and Noise Power Estimation 

We undertake the study of OFDM signal statistics, and observe, as shown in Fig. 8.6, 

that its power spectrum is nearly white. Hence its autocorrelation is generally given by: 

where P0 is signal power. 

Transmit spectrum OFDM 
-30r---~--~~--,---~----~--~--~----,---~----. 

-35 

-40 
>. 
-~ 
<= 
~ -45 
~ 
u 
"' 5r -50 

! 
c. 

-55 

-60 

-2 0 2 4 6 
frequency. MHz 

Fig.B.6 Power spectrum of an OFDM signal 

(8.12) 

Hence, at zero lag (shown at 'L' in Fig.8.8) the autocorrelation Rxx(O) contains both the 

signal power estimate and noise power estimate indistinguishable from each other as 

shown in eq. 8.10 and eq. 8.11 before. However, because of the identical halves nature 

of the preamble, the received signal power can be estimated from auto correlation peak at 

N/2 or at -N/2 as shown in Fig.8.7a. In Fig.B.7, Rxx(m) has been sketched for N=256. 
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{a) Autoconelation of Tn1nsruined Pl"&tllnble without Cyclic Prefix 

1.5 -----------------~----------------- -----------------~-----------------
' ' 
' ' ' ' 
' ' 

1 -----------------~----------------- -----------------i-----------------
0 ' 

' ' 

0.5 ----------------- ----------------- ----------------- -----------------

(h) Autocorrelntion of Received P1ea1nhle without Cyclic Prefix 
2.5.-----------~:r-----------~----------~------------, 

21------------------ -----------------~-----------------

1.5 ----------------- ----------------- -----------------~-----------------

0.: 1-:::::::::::::::::1::::::::::::::::: :::::::::::::::: :i:::::::::::::::: = 
o~~~~~~~e'~~~·~~~~~~~~·~~ .. ~-~1~~~~~~ 

L-N/2 L L+N/2 

Fig.B.7 (a): Transmitted Preamble (b): Received Preamble after coming through a channel 

(Plots show two identical halves with no cyclic prefix). 

It is clear that the autocorrelation values apart from the zero-offset are unaffected by the 

channel effects, so one can find the signal power from the N/2 or -N/2 lag autocorrelation 

value. 

B.3.2.1 Signal Power Estimation in each Sub-band 

Sub-bands inherit the two identical halves property of synchronization preamble as 

shown in Fig 8.8. After removing CP, WP data is available inside FFT for SNR 

estimation; the length of data is changed. So after correlation of each sub-band, first peak 

rises at at Lsub-Nsut/2 when one half of sub-band matches with itself with energy of p. 

(Nsut/2) and main peak at zero-lag (Lsub) rises when full sub-band matches with itself with 

energy of p.(Nsub) 

Taking into consideration the autocorrelation values for Lsub-Ns"t/2 lag or Lsub+Nsut/2 as 

shown in Fig.B.8 , signal power is given as 
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~1).Autocouel.11i01r plor ol rl.'utsmined St11 b.111d SigrL11 

0.15 ---------------------- ------------------------------- -------------------------------- -------------·-··-

0.1 -------······················1····------------------·· 

MAmoc01rel.1riot1 plorotRecieved St11 8.111d Sigu.11 

Fig.B.8.Autocorrelation plot of Transmitted (a) and Received (b) s•• band signal 

(8.21) 

Or 

(8.22) 

B.3.2.2 Noise Power Estimation in each Sub-band 

Having obtained the power of signal in certain sub-band, noise power can be calculated 

using eq.8.23. 

- 2 -
0" = R yy ( L sub ) - Pss (8.23) 

Where a- 2 is the estimated value of noise power in each sub-band. 

142 



APPENDIX B: IMPLEMENTATION OF FFT USING WAVELET PACKET TRANSFORM 

B.3.2.3 SNR Estimation in Each Sub-band 

Finally we can find the SNR estimates in the sub-band by using equation (8.21 or 8.22) 

and equation (8.23). 

(8.24) 

A 

Where SNR is the estimated value for SNR in each sub-band. 

B.4. Results and Discussions 

For the DWPT based FFT algorithm, the computational complexity is also 0 (N log, N) . 

However, the constant appears before N log2 N depends on the wavelet filters used. The 

. ' proposed DWPT-FFT computes the exact result, for example, for x(n) =eJffn- IN, chirp 

signal X(k) = L,x(n)e-Jbrnk IN as shown in Fig.8.9. 
n 
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Fig.B.9. FFT result with and without wavelet packet 
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The proposed SNR estimator is compared with Reddy's estimator for colored noise in 

OFDM systems with parameters given in Table B. I. SNR is varied from I dB to 14 dB 

for each sub-band and to measure statistically accurate SNR, the mean-squared error 

(MSE) is obtained over 2000 samples according to the following formula 

1 2000 • 
MSE = -- L (SNR(i)- SNR) 2 

2000 i=l 

B.4.1 Performance Comparison 

(B.25) 

From Fig.B.l 0 and Fig.B.ll it is clear that the proposed estimator gives better 

performance in SNR estimation as compared to Reddy estimator. It is observed that the 

proposed technique can estimate local statistics of the noise power when the noise is 

colored. The proposed estimator has relatively low computational complexity because it 

makes use of only one OFDM preamble signal to find the SNR estimates. The proposed 

estimator is fulfills the criteria of best SNR estimator because it is unbiased (or exhibits 

the smallest Bias) and has the smallest variance of SNR estimates as shown from results 

clearly. 

Table B. I: Parameters for the simulation 191 

lfft size 256 

Sampling Frequency = F s 20/v!Hz. 

Sub Carrier Spacing= t!.f= F~ Ixi0 5 

Useful Symbol Time = T h = XI 1 x w-5 

CP Time =rg=G'rhwhere G=l/4 2.5xl0-6 

OFDM Symbol Time = Ts=Tb+Tg 1.25x 10-5 

r ... = X. r ·' (Because (1. CP makes the 
1.56 x 1 o-5 

sampling faster by 514 times) 

Tsub= T;( 
16 9.8xto-7 
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Wavelet Packet Object Structure 

Wavelet Decomposition Command: wpdec 
Size of initial data : [1 320] 
Order= 2 
Depllh=: 4 
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Fig.B.IO. MSE performance of the proposed technique 
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B.S. Summary 

In this appendix, discrete wavelet packet based FFT and its application to SNR estimation 

inside FFT is presented. Also, variation of the noise power across OFDM sub-carriers is 

allowed. The second-order statistics of the transmitted OFDM preamble are calculated in 

each sub-band and the power noise is estimated. Therefore, the proposed approach 

estimates both local (within smaller sets of subcarriers) and global (over all sub-carriers) 

SNR values. The short term local estimates calculate the noise power variation across 

OFDM sub - carriers. These estimates are specifically very useful for diversity 

combining, adaptive modulation, and optimal soft value calculation for improving 

channel decoder performance. Its performance has been evaluated v1a computer 

simulations using A WGN and multipath fading channels and implemented in OFDM 

systems. The results show that the current estimator performs better than other 

conventional methods. Complexity to find SNR estimates is much lower because the 

current estimator makes use of only one OFDM preamble signal. The current estimator 

fulfills the criteria of best SNR estimator as it is unbiased and has the smallest variance of 

SNR estimates. 
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